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Whenever a new service is added, the system should be able
Abstract— In this paper, a network-based service to detect this new service and coordinate this new service
architecture (NBSA) for Ubiquitous Robotic Companion with existed system. The human-robot interface system
(URC) has been proposed for controlling network-based should be able to provide all available services for accessing
robots in ubiquitous network environment. By allocating by other partners or users.

several service servers and sensors in the environment and The coordination is done using pre-defined rules. In some
connecting them with the robots through wireless connection, ination using p ' ules.

a network-based robot system can be created. NBSA provides ases, knowledge discovery and exploration among
a core program for developing this network-based robot networked nodes need to be considered. The architecture
system. Using a multi-agent framework with some service therefore needs to support a knowledge description
organization extension and coordination agents, behaviors of |anguage and a reasoning system. Moreover, one
the robot can be created, added and removed dynamically by oo hased robot sometimes is expected to play a
users via a simple scripting method. ExperlmenFaI results different role such as role of a man, a woman, a kid, a butler
show that NBSA provides an extendable behavior control ; h ' P G '
system in the network environment and it decreases the & house maid, etc. With each role, the behaviors and/or
development time for adding new services. Using this voices should be changed accordingly. The architecture also
architecture, role of a network-based robot, method for needs to provide a solution to do it simply without
coordination and working scenario can be changed easily by reprogramming the coordination system in other servers.
users without retouching the core program. Users explore the system using their network access
equipment such as computer, notebook and PDA. The robot
system sometimes may be offline for battery charging or due
Network-based robots are made to serve and assigtetwork problems. Users are, however, busy and hope to
humans by imitating and providing human-like actions angecess the system as fast as possible. The architecture
behaviors based on service contents and intelligenggould provide a method to deal with this offline situation.
software in external servers outside of the robots. So, thgdreover, users normally are not robotic experts so they do
have a large set of basic behaviors and can perform magt know exactly what to do. So, a graphical user interface
different tasks by using arms, hands, and mobilityyith detail explanation and/or a simple scripting language
Controlling a system with many degree-of-freedoms angly scenario, role and coordination describing are very
sensors, many real-time sensor data streams consumes gdgk|.
of CPU power. Due to the reason, not much space isa client server model, where each robot requests the
available for complicated high-level services such as fag@yices to external servers, can be a solution but it is not
recognition, gesture recognition, object recognitionscalable. Whenever a new service is added, the client code
reasoning and so on. Therefore, using services on thg each network-based robot should be modified to access
external servers and connecting them with the robots in gRq to explore the service. Moreover, offline problem is
extendable network-based architecture is a good solutiqyifficult to solve in client-server model. Considering the

Such a network-based architecture is essential in the segg@ve requirements, multi-agent technology is a good
that a robot becomes a partner and an assistant of hurgggice to design the system.
beings in ubiquitous environment, where the. external | this paper, there is proposed a Network-Based Service
sensors or even household network enabled devices cambgnitecture (NBSA) for robots to deal with problems in
connected together to create an intelligent environment. nenwork environment. Also, a coordination method is
The architecture is requested to provide functions thatRoposed to explore coordination scripts, service agent and
robot can explore exFernaI services for. |.ts goal z.;md users Galliti-agent management system. Using the coordination
explore the robot with the added ability provided by thénethod, services can be added from service servers without
surrounding servers. The services can be added, removed®y changing in embedded software of the robots.
changed on the surrounding nodes frequently whilgehaviors, which are created by the coordination, can be
embedded control programs of the robot can not be changggected, explored and customized by users and the robots
frequently. So, the architecture is expected that the robotjsing the proposed NBSA.
equipped with a relatively stable embodied program. Next, a role-based method, which helps users to define
the role of a robot, is proposed. Using this method, a robot
I\D/IaplusTcripE) reTeliz/_ed JBanUJEir)<(31, 2028-8 = on i Conter | may change all its real implementations of behaviors
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Technology (KIST), Haweolkok 39-1, Seongbuk, SEOUL 136-791, KoreR€twork-based robot can play a role of a man, a woman, or a
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+82-2-958-5749; e-maikbj@kist.re.k). the scene. A service access method is proposed by using
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slave agents, agent migration and multi-agent system. Usimgman robot interaction.
this method, users can access the system, receive servicé/u, Chao-Lin. et al (Wu, 2004) employed the mobile
interfaces and explore it at a highly available level. agent to provide the distributed control architecture for
In order to evaluate the proposed architecture fdrome automation system. This architecture is based on
network-based robots, a number of experiments on naobile agent to transfer the message agent around the
humanoid robot, MAHRU, have been conducted system and coordinate with the functional agent in each host.
successfully by adopting JadeLeap middlewartt addresses the human system interface and task
(Bellifemine, 2003) and FIPA standard (Foundation focoordination problems. However, transferring message
Intelligent Physical Agentshttp://www.fipa.org) on a agent for collecting data during the coordinating process
system, which consists of a PDA, a network-basethuses latency and reduces performance. In our method,
humanoid named MAHRU developed at KIST, externabnly the interface is migrated through network. The
service servers, and other mobile robots. An extension odordination is done by a coordination agent, which
Jess rule engine (the Rule Engine for the Java Platfoimplements a task description script.
http://herzberg.ca.sandia.gov/jgss/and corresponding Ha, Young-Guk. et al (Ha, 2005) use semantic web
implementation classes are developed for describing atethnology for service-oriented integration of networked
implementing coordination. Experimental results show thabbots with ubiquitous sensors and devices. This method
the proposed framework decreases the development tiregplores the web ontology language and hierarchical task
decreases the time for network connection of robots angtwork (HTN) method in reference (Nau, 2003) for
user devices. Most importantly, it provides the extendabtiefining the coordination of each node. This approach is
ability for our humanoid system and gives users the way ¢gmod in coordinating robot and environment without any
easily modify behaviors of the humanoid that can explongre-defined information. However, the service management

the service servers located in the network. and exploration in offline situation is not solved. Instead of
using HTN we directly make scripting of primitive tasks by
[I. RELATED WORKS extending the Jess language. The corresponding

implementation library of all standard humanoid behaviors,

Recently, there are some researches on the distribuidgich can be invoked from Jess script, is also supplied in
architecture for network robotics. Lee, J. et al (Lee, 200@jr architecture.
proposed a Robot Software Communication Architecture Pong To Nguyen et al (2005), also did develop a
(RSCA) that explores real-time CORBA middleware tdramework for human-robot interaction in network
provide a development framework for a distributed contr@nvironment. The Virtual Directory Facilitator (VDF) is
system. RSCA provides a real-time, object-oriented bastged in this framework as a method for coordinating mobile
method for developing the service in a distributedobots, distributed sensors, users in different situation.
environment. The method is good for the cross-platform af¢PWever, a mobile robot can perform only limited tasks so
cross-language development process. It comes together WitR coordination is mainly for gathering the information
several standard operations for deploying distributdgom environment for path planning or localization. More
component-based robot application such as insta"aﬁogpmplicated robots such as humanoid robots or torso robots
start and stop options. However, software control systeffith wheel-based mobility can perform many types of tasks
should be modified when a new service is installed for trgd requires coordination with many different types of
first time. Moreover, all main development tasks are dorgervers in different situation. Therefore, an easy-to-use
on the service server side. Hans, Utz. et al (Hans, zo(paripting method is required for describing the scenario,
introduced another distributed  architecture namegPordination flow, and role of each robot. The proposed
Middleware for Mobile Robot (MIRO). MIRO also usesNBSA includes an improved VDF architecture while
CORBA middleware for distributed CrOSS_p|a»ncormscriptable role-based systems and coordination methods

development. MIRO defines the layer architecture includingéovide more flexibility for humanoid controlling system

device layer, service layer, and class framework. The§gvelopment.

layers provide the standard services for robots. MIRO could

be extended for supporting external services. However,

MIRO could not address the service discovery and :
. . . o A. System overview

coordination problem in offline situation. ) ) )

In order to coordinate network devices and robots, BakerF19- 1 shows a physical view of our system. A
D. I. Et al (Barker, 2004) proposed a framework fopetwork—ba§ed rob_ot is surrounded t_)y seve_ral service
dynamic distributed architectures. This framework uses taSRTVErs: which provide external processing services such as
directed method to coordinate distributed systems. RRCE recognition service or gesture recognition service.
explores a module pool and resource server to create fgMally, these service servers receive requests and data
task controller outside of the standard module. Servidg®™ the robotand send back the analyzing results when it is

discovery and coordination are handled using dynam€Cessary: The number of service servers is changeaple.
loadable share object library. It solves problems Jrobots, users and developers can detect the new service

reconfiguration and multi-robot coordination. However, iS€™Vers and explore them for their purposes using our
did not provide an abstract layer for communication angetwork-based architecture.

Ill. PROPOSEDARCHITECTURE



B. Overall architecture

P Fig. 2 shows the proposed network-based service
& - architecture with 4 blocks: Robot Block, Main Container
e m Block, Service Server Block and User Container Block.
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Fig 1 Overall system
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Behavior control developers are those who check

primitive behaviors, external services and determine which Fig 2. Overall structure of NBSA
services can be created using these primitive behaviors and
current existing services. Robot block

Service developersare those who develop external To be a partner of a multi-agent system, the control
services that can use the exporting data from the robot. 9aftware located on a robot is redesigned into two parts: the
order to use information from the robot, these developegéntrol part and the interface part. All behaviors and
should also develop the coordination agent to register tBervices in the interface part are arranged as agents by
exporting data and communicate with the service. If theonsidering only the network-based services. Human-robot
service provides the interface for users, these develop#tterface services require human interaction. With these
should also develop this interface. services, robots create slave agents and migrate them to the

main container. These services require no pre-defined

NBSA provides tools and core programming codes falgorithm and configuration. Users can send command and
each group of developers to do their tasks. NBSA isork with the services by using their graphic user interface
designed for two groups of users. Normal users should g@Ul).
able to access the system using its user agents. Normal usef®@he primitive behavior interface agent is the interface to
select the behaviors in the list of behaviors. Then they gaime behavior that interacts with outside partners. A service
access to the interface of this behavior and interact with this behavior can coordinate with the external service
interface if it is necessary. Expert users even could defipeovider and these primitive behaviors by defining a set of
some rules that change the functions of the whole systerales for processing the coordination information in a task
Using the role function and coordination script, which willscripting rule base language. Jess rule-base is selected to
be described in the next section, expert users can changeithiglement this script because it supports external function
role of a robot and all of its behaviors in each situatiornvocation and can translate the agent message as facts for
Expert users can also be able to change the way of exploritgyrule based system. By sending messages to the interface
the service servers in the network environment. agents, partners can invoke a command in a network-based

robot system. This command can be called directly through
a behavior of the interface agent, or indirectly through some



broadcast its service even after it deregisters from the
system temporally. Instead of only giving the name of
service, the real interface of the services is given. Users can
save the time for interaction with services because they can
Main container is a main service management blockccess the system at any time. Then they can work with the
FIPA standard is selected to implement the frameworiaterface in the VDF and explore this service by invoking
FIPA standard defined a management system using a centha interface. The availability of the system increases since
control in its main container. In our architecture, théhe demand of long-term or permanent network connection
implementation part and the interface part of a service aoé the system is reduced and each robot and external
separated so that the interface part can be moved arowedvices only need to be connected to the system for a short
network by migrating. Each robot appears in the system tisie to migrate its service interface or to synchronize the
an agent. Each time this agent registers to the agefdta.
platform, it creates its slave service agents. Using theBesides controlling the interface of services, VDF also
mobility feature of the agent platform, slave agents will beontrol the list of coordination agents that coordinate the
migrated to locate on the main container. These agents worikmanoid and the service provider. Normally the
as slaves for the robotic agents and service agents. They@verdination process is specified by a scripting snippet.
created at the time robotic agents and service interfadéhen user selects a behavior from VDF, coordination
agents appear in the system and remains for a particudgyents will run the corresponding scripting code and the
period specified by these agents. The slave agents collegstem operates under the coordination rules in the script.
information when the robotic agents are offline, get thgDF should do the synchronization and check each partner
requirement or interact with users. It can providén behaviors to assure that all partners are available at the
complicated graphic interface. Therefore, users with nmplementation time. If not, it should deactivate the state of
experience about the robot can interact with it because afteservice.
being migrated to the user device, it can be used as a normal
application program. The slave agents are synchronized
with robotic agents when they are online. To control suc
slave agent group, a special agent in the agent platform
created. It is called as a Virtual Directory Facilitator (VDF
agent. VDF works similar to Directory Facilitator (DF) in
FIPA standard. However, all of these services are providet
by slave agents as shown in Fig 3.
VDF is responsible for synchronizing the slave agent and
robotic agent, service interface agent. The User Agent (UA) Service server block
located on the PDA of each user works as a service
query-and-display tool. UA can query all the services Service block is located on the service provider
currently available on a system and then select the servi@mputer. The core service program processes the data
that users want to use. After a service is selected, VDF wiceived from the robot, analyses and sends back the result
clone a copy of the service interface and move it to tHe the robot. In order to explore the service, a scripting
container in PDA. After users interact with the interface, aprogram is used to coordinate the service and the behaviors
data will be synchronized among interface agent at tifé the robot. Users can also directly access the service and
service level. VDF will be responsible for finding the timecustomize it using a slave interface agent that can be
and partners of the synchronization. migrated to the main container and later on to the user
Robotc Agent

container. Table 2 shows the tasks of service server block.
Agent Platform

processing units such as Jess rule-based engine.

Main container block

TABLE 1. Role of virtual directory facilitator (VDF)

a
iQrder Role

1 Control the behavior lists including primitive
behaviors and new created behaviors
2 Clone, migrate service interface to user contajiner
3 Synchronize data among interface agent
4 Control the data flow in each service

The core service interface agent receive request from the
robot, pass it to the Jess engine as a fact for ruled-based

Agent Platform Q; . . . .
o o o ’ s |7 — system. The corresponding action will be carried out
jent irectory lanagemen en irectory anag- ave irector . . . . .
ot Faciiator ||| MOGIER | 1 A0 raearor [ ement | acene || ZEECCH - gccording to the rules that are fired in the coordination
< € & | 8¢ 96 98 §F | script
‘ Message Transport System ‘ ‘ Message Transport System ‘
@ @ TABLE 2. Tasks of service server block
‘ Message Transport System ‘ Message Transport System ‘ Ste p Tas k ACtiO n
Agent Platform Agent Platform 1 Register  the Send register message to virtyal
service directory facilitator.
2 Request input Request sensor data as input for

a. FIPA Agent Platform b. FIPA with VDF extension

data the analyzing service
3 Provide service Create and clone the slave agent
user interface | for service interface.

Add new| Add new behaviors to the VD
behaviors and provide a set of coordination

Fig 3. Management architecture of FIPA standard and VDF

o

This system helps external services and each robot




| | | rules for each new behaviors | interpret differently depend on the role selected. After
. changing the role of each partner, the system will behave
User Container block differently without changing the main coordination script.

. . oordination script is created by expert users and located in
Users access the system via an UA located on their PDA, . np y exp .
he main container for accessing. In other cases, service

The PDA does not have any information about the robots, . . :
. . . Sérvers and the robot can be coordinated directly by using
UA queries and clones the available services from the m

n . ) .

. . ) . . |ﬂe script located in service servers.
container and users can interact with the services via A

communication by using the UA. v

IMPLEMENTATION & EXPERIMENTS

TABLE 3. Task of user container block The proposed NBSA is tested with a humanoid, named

Step Task Action MAHRU, developed by Center for Cognitive Robotics

1 Register the user  Send register message to YDResearch in KISTMAHRU is a network-based humanoid

2 Request serviceSend request to the VDF to getdeveloped as one of Ubiquitous Robotic Companion. The
lists __ | list of available service appearance is as shown in Fig 5. The height is about 150cm

3 | Got servicg Clone and migrate the selectedyng the weight is about 67Kg. It has 6 DOF for each leg and
interface __| service to user container. arm, 1 DOF for waist, 2 DOF for neck, and each hand has 4

4 Interact with| Interact with slav_e_agents and DOE. MAHRU i iooed with vari includi
service request synchronizing data . is equipped with various sensors including a

5 Request result View result from previousste_reo_cqmera system, fo_rce/torque sensors, a mmrophpne

tasks while it is connected with external service servers in

6 Create a behavidrExpert user can create a tgskvireless network environment. NowJAHRU can work

script description script for action. | with external service servers for face recognition, voice

recognition, gesture recognition, three-dimensional object
recognition, and information service.

C. Coordination with external service servers

Fig. 4 shows a detail of coordination flow of a system that
explores a separate coordination script to coordinate a robot
and a service. Coordinator agent at the robot and service
container should receive the messages from other
coordination agents. Then these messages are sent to Jess
Engine for processing. Then Jess engine check the rule
inside the service or robot behavior script code and send
back the corresponding message or invoke the native
commands through Java Native Interface if it is necessary.

H | Coordination Script Code [

| | ro— [

Coordnator Coordinator Export user
Agent Interface Agent AL L
il ﬂ!alﬂcﬂﬂ‘alﬂél pr—
(Coordinator Coordinator
Agent Agenl Native
Jess Rule | | Implament
Jess Script aton of
Uiser Engine | | code for Fobat
robot behavior
Sarvice Service via JNI
Infortace interface
Agent Agent
el e e o e T | i s ot e . . )
Conkf Gt Fig 5. Network-based Humanoid “MAHRU
Interiace Inbarfac
Agent Agent

Fig 4. Role of coordination script and service interface agent 1he experiment is conducted with the User Agent (UA)
on a PDA, iPAQ 5450, using JadeLeap. This iPAQ connects

. o _ . 0 the network via an 11 Mbps wireless connection. The UA
With the same coordination script, behaviors of eac

N be ch db g th ice interf written as an agent in an agent container on Jade Leap
partner may be changed by accessing Ine service INteriaetiso m |1n contrast to the conventional robotic control

agent that Iogated on jche robot colntalner, service contai rtem, this UA does not have any particular information
or clone versions of this agent, which have been cloned a gS

. . ) ) out robots or environments. After registering to the agent
migrated to the user container. After users interact with tfb? tform, the UA can search for the existing VDF, query the
interface agent, the robot can be changed to play the rol ' '

hild Th d will F on available services. VDF contains the services of
a child, a man or a woman. fhe same command wi tI"(Sbotic agents that are currently online and offline. After



getting the list of services available in the system, UA majeveloping a simple scripting language for users. For
send query VDF to request a special service. This servikeowledge description, a framework such as Protege
interface is cloned in the main container and migrated to tliknowledge description framework, http://protege.stanford.
user container. Users run the interface on the PDA, woedu/) is being investigated for exploring services and
with the service interface and leave the system. Later on, tt@ordinates in ubiquitous environment. NBSA is not yet a

users search the result using this UA.

complete solution for

solving all problems in the

NBSA shows advantages to the client-server model astwork-based robot system but it is a good solution in term
describe in Table 4. Offline services can be done manuaby flexibility and extendibility.

for each service using client-server model. However, NBSA
system helps users to get the GUI of services and work
directly with any service in the system without caring how if]
is synchronized with the real implementation part. With this
implementation it also helps to work with the group 0[2]
robots, or change behaviors of the whole groups by
interacting with the interface given by a member of the

group. -

TABLE 4. Comparison with the client-server control system

Properties Client-servgr Multi-agent with VDF[4]
and slave agent
Offline service| No Yes. (Users work with
interface the interface via a clong
version of slave agent)| [5]
Behaviors of g No Yes. Robot interacts
group can be with the system to gt
changed in information and its (6]
each behaviors  can be
environment changed.
Selection  of| No Yes (based on servige
robots requirements)
Dynamically | No Yes (Using VDF| ]
add, remove Coordination agent and
services Jess script) (8]

V. CONCLUSION

We hereby have proposed a Network-based Service
Architecture, NBSA, which is suitable for network-based
robot software development of users. VDF and slave agents
work together to provide a solution for interacting with
services even in offline situation. VDF, the coordinator
agents, Jess scripting code and Jess scripting engine work
together to coordinate various types of agents - such as slave
agents, primitive behavior interface agents and service
interface agents - for interaction. Using NBSA, external
services can be added and removed without affecting the
robot operation and program. A library of standard robot
action for a humanoid, which can be called from Jess script,
is also provided. Using the core classes and management
block of the architecture, developers can concentrate on
making the services and their application. NBSA
contributes to the network-based robot field by introducing
the usage of a multi-agent system with slave agents for
services, a VDF agent, external service servers, and
coordination agents.

However, NBSA needs to be developed to deal with
various problems appear during its operation. Jess script is
somewhat difficult for normal users. In the next step, we are
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