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Collaboration of an assistive robot and older 
adults with dementia

With a globally declining caregiver-older adult 
ratio, designing assistive robots that help older 
people and people with physical and cognitive 
disabilities in their everyday lives has become 
an important topic of study1-7. For such assistive 
robots human-robot interaction (HRI) design 
plays a key role in the robots’ capability, suc-
cess, and overall acceptance by targeted users8. 
The required autonomy of robots to maintain a 
long-term and proximate interaction, as neces-
sary to help people in their daily activities in a 
realistic manner, is far from being an imminent 
reality. To address this limitation, human-robot 
collaboration (HRC) is considered an effective 
approach for assistive robot operation9. Collabo-
ration is a type of HRI where a human and a 
robot work as a team to reach a common goal 
(for instance, completing a daily activity) through 
sharing task knowledge, exchanging ideas, and 
dynamically adjusting plans and actions10-13. Col-
laborative interactions, therefore, are more goal-

oriented compared to other forms of HRI. This 
article will use the terms collaborative HRI and 
HRC interchangeably. HRC enables formation of 
a synergistic team between the robot and the hu-
man partner, where limitations of the robot (for 
instance, limited autonomy, perceptual abilities) 
and the human partner (for instance, cognitive 
impairment, in the case of older adults with de-
mentia (OAwDs)) can be compensated14. 

Designing collaborative HRI for assistive robots to 
serve OAwDs in everyday activities is a tremen-
dous challenge because traditional human-robot 
team interactions expect the human partner to be 

‘cognitively intact’ and may not be designed to ac-
commodate the cognitive limitations of OAwDs. 
For instance, abstract thinking ability is required 
to lay out a collaborative-task plan executable by 
the robot (given its limited autonomy and/or per-
ceptual abilities)15, or owing to attentional deficits, 
the OAwD may not be able to maintain his or her 
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commitment to the collaborative task16. Although 
dementia leads to various cognitive impairments17, 
we believe that older adults in the early stages of 
dementia, with the help of a carefully designed 
HRC framework, can work effectively with an as-
sistive robot to complete various activities of daily 
living (ADLs)18. The outcome of this technology 
can give OAwDs better control over their lives, 
take some burden off caregivers, and enable 
OAwDs to remain living in their own homes for 
longer. The HRC framework for assistive robots 
needs to be designed to accommodate the inter-
action patterns resulting from the various cogni-
tive impairments presented by OAwDs. 

How the cognitive limitations of OAwD may 
influence the dynamics of HRC is not well-ex-
plored in contemporary HRI research. There ex-
ist only a handful of research projects involving 
robotic assistance for people with dementia. The 
roles of these robots are to provide companion-
ship and cognitive stimulation5,19-23. These ro-
bots can stimulate different senses (for instance, 
pleasure, relaxation) in OAwDs through trigger-
ing context-appropriate social cues (for instance, 
smiling back when the OAwD smiles at the ro-
bot)5,19-21, or verbally encourage OAwDs to en-
gage in different activities (for instance, playing 
games, eating healthy food, doing exercise) 22,23. 
Goal-oriented interactions are unlike cognitive 
stimulation and companionship scenarios. For 
effective HRC to achieve a common goal, the 
human and the robot need to be aware of each 
other’s abilities and limitations. Currently there 
is no literature which reports the issues involved 
in HRC when the human partner has cognitive 
limitations resulting from dementia. The purpose 
and major contribution of this paper is to report 
some of the key challenges involved in HRI de-
sign when an assistive robot needs to collabo-
rate with OAwDs to accomplish a certain goal, 
and to identify preliminary recommendations for 
future design of collaborative interaction frame-
works for assistive robots for OAwDs. 

The challenges and recommendations were iden-
tified in an observational study where an assistive 
robot was fully tele-operated to provide need-
based, step-by-step guidance (in the form of au-
dio or audio-visual prompts) to OAwDs as they 
made a cup of tea. Tea making was selected for 
the study based on findings of an online survey of 
106 familial caregivers that indicated that tea mak-
ing was an important ADL tasks to be incorpo-
rated in future smart home systems for OAwDs24. 
From an HRC perspective, tea-making involves 
several subtasks, and to complete the tea-making 
task the OAwD needs to interact with the robot. 
The HRI during the tea-making task was of the 
non-contact type and the robot’s role in the col-

laboration was to provide the OAwD with appro-
priate task knowledge when necessary. The robot 
factors that generally influence the performance 
of a human-robot team (for instance, perception, 
communication, task performance, cognitive abil-
ities) maintained a satisfactory standard through 
tele-operation of the robot. This allowed focus on 
and analysis of different human factors such as 
the OAwDs’ interaction patterns with the robot 
and how these can influence the performance 
and dynamics of a human-robot team. Observa-
tions from the study were analyzed with respect 
to human factors described in the literature. Sev-
eral HRI studies on human-robot collaborative 
task execution identified a number of human 
factors that have influence on the performance of 
a human-robot team10-14, 25-34. These factors are 
described in the following section. 

TheoreTical background
The dynamics of a human-robot team and met-
rics to evaluate its performance are emerging 
topics in HRI research, although no complete 
model is yet available31. There are factors asso-
ciated with both the robot and the human that 
contribute to the performance of a human-robot 
team in a collaborative endeavor. Our current 
research is more focused on the human factors, 
and assumes that reasonably good performance 
of the robot (with respect to perception, com-
munication, task performance, cognitive abilities, 
etc.) will be achieved through skilled tele-op-
eration. A literature survey on the performance 
metrics for HRI suggests the following four hu-
man factors as the key to the performance of a 
human-robot team: trust, grounding, communi-
cation and situational awareness11-14, 25-34.

Trust 
Inspired by the definition of trust in automation, 
trust in robots can be defined as “the attitude that 
an agent will help achieve an individual’s goals in 
a situation characterized by uncertainty and vul-
nerability”35. Trust in robots has profound impact 
on the effectiveness of a HRC. The human must 
have an appropriate level of trust in the abilities of 
the robot and the guidance it provides to collabo-
ratively accomplish a common goal32,33,36,37. Lack 
of trust in robots has negative influences on a hu-
man partner’s collaborative attitude, for instance, 
his or her willingness to exchange information 
with the robot, to follow the robot’s suggestions, 
or to use information supplied by the robot38. Ex-
cessive trust, on the other hand, might result in 
reliance on the robot beyond its capacity. All of 
these undermine the true value of a robot and 
make the necessity of assistive robots somewhat 
questionable. There are several factors associated 
with the robot and the human that govern the de-
velopment of trust in a human-robot team. A pre-
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liminary analysis of these factors is available36. In 
a human-robot team, the trust of a human in his/
her robotic partner can be manifested in a variety 
of ways, e.g. expressions of positive emotion to-
ward the robot38, interactiveness39, or reliance on 
the robot35,38. The exact manifestation depends 
on the type of task and the human’s personality36.

Grounding
Common ground between a human and a robot 
in a collaborative activity can be defined as “the 
knowledge, beliefs, and suppositions they believe 
they share about the activity”40. Common ground 
enables a human partner to convey necessary in-
formation to a robot in his or her team in the most 
effective way, such that the robot understands 
the information correctly and makes the best use 
of it to achieve the goal41. Forming a common 
ground with a robot requires the human to de-
velop a mental model of the robot, where the 
term ‘mental model’ refers to the organized set of 
knowledge that the human possesses about the 
robot (for instance, how the robot works, its abili-
ties, shortcomings, performance and reliability 
with respect to a given task)33,42,43. The human’s 
mental model of a robot is dynamic and should 
change over time as the human-robot team goes 
through common experiences. How accurately 
a human can develop and adjust over time a 
mental model of the robot depends on several 
human factors such as personality, education, at-
titude toward technology, and cognitive abilities 
(for instance, knowledge, perception, reasoning, 
communication ability)9,44,45.

Communication
Communication between team members has a 
crucial role to sustain collaboration until the com-
mon goal is achieved. Transparent communica-
tion enables team members to understand each 
other’s intention and commitment to achieve a 
common goal, and to devise plans for the execu-
tion of collaborative action. To work collabora-
tively with a robot, the human must understand 
the communication signals delivered by the ro-
bot as well as send signals that the robot under-
stands12,13,38. A human’s accurate mental model 
of a robot emerges through transparent, bidirec-
tional communication in a human-robot team46. 
There are several ways a human-robot team can 
communicate, for instance, natural speech-based 
communication, non-verbal cues (for instance, 
head nod, hand gesture, gaze, facial cues), and 
force feedback. Natural speech, however, has 
been proven to be the most effective way of 
communication in a human-robot team9,13.

Situational awareness
Situational awareness indicates the knowledge 
someone has about their surroundings, and can 

be formally defined as “the perception of the ele-
ments in the environment within a volume of time 
and space, the comprehension of their meaning 
and the projection of their status in the near fu-
ture”47. In the context of HRI, situational awareness 
of a human refers to his or her awareness about 
the current status of the robot (with respect to its 
location, possible actions, and the robot’s world 
model) as well as the environment where a task is 
being carried out by the human-robot team14,25,33. 
The human generally achieves his or her situational 
awareness through an integrated process of atten-
tion, perception, comprehension and knowledge-
based prediction14. Proper situational awareness 
enables a human to fully utilize the ability of the 
robot to achieve the goal of a HRC.

MeThod 
The data presented in this paper are from an 
observational usability study aimed at exploring 
the use of and design requirements of an assis-
tive robot to provide need-based, step-by-step 
guidance to OAwDs to complete daily activi-
ties. The study design and small sample size ac-
commodates many of the challenges inherent in 
conducting complex assistive technology devel-
opment studies with OAwD63. The study meth-
ods included behavioral observations, semi-
structured interviews, and questionnaires which 
facilitated collection of in-depth and diverse 
data to inform the design of an assistive robot 
for OAwDs. The study was carried out in a simu-
lated home setting in the Toronto Rehabilitation 
Institute – University Health Network, and was 
approved by the Research Ethics Board of the 
same institution. 

Subjects
As the focus of this paper is on the OAwDs and 
their collaboration with the assistive robot, de-
scriptions of the caregivers will be included only 
when relevant. OAwDs were included in the 
study according to the following criteria: 55 years 
or older, fluent in English, can hear normal levels 
of speech, have a diagnosis of Alzheimer disease 
by their physician, have a family member or pri-
vately hired caregiver who provides care, have dif-
ficulty completing common sequences of steps (as 
reported by the caregiver), and are able to give in-
formed consent or assent, and/or have a substitute 
decision maker give informed consent. OAwDs 
were excluded if they did not meet the inclusion 
criteria. The caregivers were all family members 
knowledgeable about the abilities of the OAwDs. 
A recruitment target of 5-10 dyads of OAwDs and 
their caregiver was set for the observational usabil-
ity study. Ten were recruited and consecutively en-
rolled through a local, community-based medical 
clinic specializing in the diagnosis and treatment 
of Alzheimer disease and related disorders. 
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Study procedures
OAwDs and their caregivers were study subjects, 
so both signed informed consent forms before 
participating in the study. The consent informa-
tion was reviewed with the OAwD and his or her 
caregiver and the study protocol and risks and 
benefits of participating were discussed prior to 
their signing. Through signing the consent forms 
the participants provided permission to use the 
audio and video recordings collected during the 
study in research, reports, publications, presen-
tations, or documentation with the condition 
that the participants’ identities would be made 
secret by blocking out their faces and any other 
distinguishing visual features. To comply with, 
these faces of the OAwDs have been blocked 
out in all images presented in this paper. 

A Mini-Mental State Exam (MMSE)48 was per-
formed with each OAwD following informed 
consent procedures to screen their level of cog-
nitive impairment. The MMSE score, however, 
was not used as a criterion to determine eligibil-
ity to participate in the study. 

A semi-structured interview was conducted with 
the OAwDs and their caregivers to collect de-
mographics and social, health and functional 
history (Table 1). 

OAwDs and their caregivers were introduced to 
the tele-operated assistive robot “Ed” (Figure 1). 

The OAwDs did not have to follow any specific 
protocol during the interactions with the robot. 
They were informed that the robot’s movements, 
speech and other behaviors are controlled by 
a researcher (tele-operated). The OAwDs were 
asked to interact with the robot, which includ-
ed having the OAwDs make a cup of tea in the 
kitchen of the simulated home, with the robot 
helping him or her if needed. The OAwDs were 
able to do or say anything they wanted in or-
der to communicate or collaborate with the ro-
bot while performing the tea-making task. They 
were also informed that they could stop the in-
teraction and study at any time, take breaks as 
needed, and their caregivers and the researchers 
monitored them for signs of discomfort or stress 
that warranted stopping the study. During the 
tea-making task, the robot guided the OAwDs 
to the kitchen, provided assistance (through 
prompting and answering questions) as neces-
sary (Figure 2), engaged in social conversations 
when appropriate, and guided them back to their 
caregivers once the task was completed.

The caregivers were asked to observe the inter-
action, but refrain, as much as possible, from 
interjecting. Following the tea-making task, 
OAwDs and their caregivers were interviewed 
by the researchers separately to ask their opin-
ions about the assistive robot that the OAwDs 
collaborated with and their general expectations 
from such a robot. The robot-OAwD collabora-
tive interactions and all interviews were video 
recorded. Additional details about the study pro-
tocol can be found in18. The duration of the study 
for each OAwD was approximately 2.5 hours. 
The duration of the collaborative tea-making task 
was different for each OAwD and depended on 
the amount of assistance required from the ro-
bot. The average duration for the tea-making task, 
however, was 12 minutes.

The robot was tele-operated throughout the task. 
The tele-operator continuously monitored the 
task progress and the overall affective state of the 
OAwDs in a video stream sent by the robot. The 
tele-operator initiated social conversation, asked 
task-related questions, provided confirmations, 
and delivered prompts to guide the OAwDs to-
ward successful completion of the tea-making task. 
The prompts consisted of simple sentences or sim-
ple sentences and video demonstrations that were 
structured, according to our previous studies, to 
be easy to follow by people with cognitive impair-
ment49. The tea-making task was broken down 
into subtasks, for instance, go to kitchen, turn wa-
ter faucet on, fill kettle with water, boil water, put 
teabag into cup, pour hot water into cup, and put 
teabag into garbage bin (Table 2). Audio or audio-
video prompts corresponding to each of these Figure 1. Robot Ed used in the study



2015 Vol. 13, No 4409

A s s i s t i v e  r o b o t  a n d  d e m e n t i a

Table 1. Demographics, daily activities and care needs of subjects with dementia (OA); MMSE=Mini-Mental State 
Exam, maximum score 30 

Subject Gender 
Age, 
Years MMSE Daily activities and care needs 

OA01 F 76 9 -Son helps with turning on shower, setting up meals, gives reminders of 
activities 
-Needs to walk more; has arthritis 
-Goes to seniors’ day centre 2 times/week 
-Other family member visits and helps 3 times/week  

OA02 M 86 24 -Carries out daily routine on own, eats breakfast, goes for walks, drives car  
-Wife cues him to change his clothes 
-Prepares meals and goes grocery shopping with wife 
-Visits with children  

OA03 M 88 25 -Does most of his own care - shower, shave, makes coffee and breakfast 
-Goes for walks, uses treadmill, reads, makes bed, does laundry, watches 
sports on TV 
-Daughter helps him and his wife with shopping and brings him to medical 
appointments 

OA04 F 77 25 -Does own self-care 
-Takes care of grandchildren, cleans, cooks 
-Daughter takes her to appointments, gives her reminders and phones her 

OA05 F 59 18 -Requires reminders for most daily activities  
-Believed she was teaching children in school and driving to work (no longer 
the case)  
-Watches TV and sleeps 
-Prepares meals and does groceries with husband 
-Husband does heavy work 

OA06 M 63 23 -Wife provides daily reminders, answers his questions, repeats questions a lot 
-Independent with shaving, toileting and showering 
-Needs guidance for dressing  
-Plays math games on computer 
-Walks 3 miles - 5 days a week outside or in a gym 
-Watches TV, does chores, goes to appointments 
-Does groceries with family 

OA07 F 77 25 -Does own bathing and other self-care 
-Does most daily activities with husband  
-Goes out sometimes, knows bus routes 
-Cooks supper with assistance from husband 
-Husband does most of heavy work, laundry, housekeeping 
-Watch TV together 
-Daughter visits 1 day a week; takes her out for day 

OA08 F 83 19 -Does most of her own daily care, but requires prompting 
-5 days a week attends a day program 
-Prepares meals with son and family 
-Takes care of dog 
-Son and family help her with shopping, medications, driving to 
appointments, help her to organize clothes and finances 

OA09 F 84 25 -Does cooking and cleaning (also has housekeeper - 1x/week) 
-Showers, makes bed 
-Watches TV, plays solitaire on computer 
-Goes out, but not on own 
-Daughter helps with groceries, paying bills, some banking, drives her (7-10 
h/week of care) 

OA10 M 85 15 -Sleeps in, makes breakfast, cleans a bit, goes for walks, reads paper 
-Wife reminds him of things; he does own shower but needs reminders to 
change clothes, takes medications on own, may need reminders of dates or 
times for doing things  
-2 days/week he and his wife take care of grandchildren, sometimes 
grandchildren stay overnight or for weekends 
-Tires easily because of physical health conditions 
-Meets friends for lunch, watches TV after dinner 
-Wife has own physical health conditions, so she goes to exercise 
-Wife goes food shopping in afternoon, cooks meals, does washing  
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subtasks were recorded previously. An audio 
prompt is a speech-based direction to complete 
a subtask while a video prompt is an example dis-
play of how a specific subtask can be performed. 
For each subtask, the prompts have three different 
levels of assistance: minimal (MN), maximal (MX), 
and maximal with video (MXV). The MN prompt 
is a high level speech-based instruction to com-
plete a subtask. The MX prompt provides more 
directive instruction (rather than suggestive) and is 
delivered along with the subject’s name in order 
to attract his or her attention49. The MXV prompt 
is the MX audio prompt executed along with a 
corresponding video display. 
The robot observed the following rules while col-
laborating with the OAwDs:
(i) The robot allowed the OAwDs to initiate sub-
tasks and waited for them to initiate a subtask as 
they wished.
(ii) When an OAwD looked around or asked 
about directions, the robot delivered the appro-

priate prompt for the subtask.
(iii) When an OAwD replied that s/he would like 
to do things in his or her own way, the robot 
agreed with that as long as the OAwD did not 
skip an essential subtask .
(iv) When an OAwD asked a question about the 
location of an item specific to the subtask, the 
robot provided a full-body gesture by physically 
orienting itself toward the ‘sought for’ item.
(v) During water boiling, the robot asked the 
OAwD to put sugar and/or milk and a tea bag in 
the cup. If that was done or the OAwD did not 
want these items, and there was more time, the 
robot engaged in a social conversation with the 
OAwD,  for instance,asking about the weather. The 
robot initiated only two social questions with the 
OAwDs and used pre-defined sentences for that. 
(vi) When an OAwD asked a question for which 
the prerecorded outputs did not work, the robot 
either responded by giving the correct answer 
(through the tele-operator using a text-to-speech 
(TTS) platform) or said “I don’t know”, depend-
ing on the question.

Behavioral analysis
Considering trust, grounding, communication, 
and situational awareness as the performance 
determining human factors of a human-robot 
team, we performed a behavioral analysis using 
the tea-making interaction and post-interaction 
interview data from OAwDs. The analysis was 
conducted to gain a preliminary understanding 
of patterns in the OAwDs’ behaviors that might 
influence the dynamics of a HRC and effect 
team performance. The findings suggest trends 
that may well be applicable to designing a ro-

Figure 2. Robot Ed and subjects with dementia during the tea-making task in the kitchen of a simulated home

Table 2. Example of steps and prompts for the tea-
making task; MN=minimal; MX=maximal; MXV= 
MX+video 
Step Prompt 
Turn water on MN: Can you turn the water on now? 

MX: Try pulling the silver lever 
toward you 
MXV: MX+ Video (Model turns on 
the water) 

Fill kettle 
with water 

MN: Can you fill the kettle with 
water now? 
MX: Try filling the kettle under the 
water 
MXV: Model picks up the kettle and 
fills the kettle with water 
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bot-OAwD collaborative interaction framework 
and that we used to make recommendations to 
tackle perceived challenges. 

The videos of the tea-making task and the in-
terviews of the OAwDs were manually scored 
by three co-authors of this manuscript. Two co-
authors have a robotics background and one has 
clinical experience working with OAwDs. Five 
behaviors of the OAwDs were coded from the 
video data that are related to trust, grounding, 
communication, and situational awareness: in-
teractiveness, natural dialogue, team behavior, 
emotion, cognition and memory. These five be-
haviors are chosen based on previous HRI stud-
ies that shed light on human factors that might 
influence the success of a human-robot team 
in a collaborative task10-14,25-34. Although all of 
these HRI studies involved individuals with in-
tact cognition, we decided to rely on these five 
key indicators found in the literature as there is 
no known report on human factors that can in-
fluence the performance of a human-robot team 
in a collaborative task such as tea making. We 
also coded a number of small scale behaviors 
under these five categories based on behavioral 
trends in people with dementia (Table 3). 

Two co-authors performed the behavioral cod-
ing and the third author performed a 20% cross-
check. The authors discussed the coded results 
until they reached agreement. 

Two quantitative metrics were used:
(i) Percentage of observation, X: This indicates 
the percentage of the sampled population who 
showed a certain behavior and is calculated as 
follows:

X was calculated for all behaviors.
(ii) Frequency of observation, f: This indicates 
the average number of times a certain behavior 
was observed in the sampled population and is 
calculated as follows:

Where 

f was calculated for the behaviors examined from 
the tea-making task (i.e., interactiveness, team 
behavior, and emotions), but not for those ex-
tracted from the interviews (i.e., natural dialogue, 
and cognition and memory). This was done be-
cause identifying the presence or absence of 
these behaviors is more meaningful than the ex-
act number of times the behaviors were actually 
observed. For example, the behavior ‘Confabu-
lation’ is when a person fabricates, distorts, or 
misinterprets memories about him or herself or 
about others.  A single occurrence of confabula-
tion during the interview of an OAwD triggers 
the need that a HRC interface should be aware 
of situations where the information provided by 
an OAwD to a robot might not be fully reliable. 

The quantities X and f convey valuable informa-
tion about the consistency of a behavior in the 
sampled population. For a certain behavior, high 
values of X and f indicate that the behavior was 
frequently observed in most of the OAwDs who 
participated in this pilot work and may indicate 
a trend in behavior for the general target popula-
tion. A high value of X and a low value of f indi-
cate a stable behavior of the sampled population. 
A low value of X and a high value of f indicate 
person-specific behavior. Finally, low values of X 
and f indicate a discrete behavior that is less like-
ly to be representative of the target population. 

Qualitative coding of a behavior involves the 
coders’ assessment and agreement about the 
presence or absence of that behavior. Qualita-
tive coding was done for the behaviors exam-
ined from the interviews (i.e., natural dialogue, 
and cognition and memory), but not for those 
extracted from the tea-making task (i.e., interac-
tiveness, team behavior, and emotions). This was 
because while eliciting data directly from the 
tea-making task was considered to be most valu-
able, the few verbal exchanges between the ro-
bot and OAwD during the short tea-making task 
did not allow for meaningful qualitative coding. 
However, the post-task interview did. 

Definitions of the coded behaviors and how they 
are related to different human factors described 
above are discussed below.

Interactiveness
Interactiveness of an OAwD during the tea-mak-
ing task is coded through observations of the fol-
lowing behaviors:
(i) Verbal engagement: The OAwD provides ver-
bal responses to questions or comments deliv-
ered by the robot. Such questions or comments 
can be task-related (for instance, 

“do you like sugar in your tea?”) or of social type 
( for instance,  “how do you find the weather 

Table 3. Mapping between coded behaviors and 
human factors10-14, 25-34  
Behavior Human factors 
Interactiveness Trust, communication 
Natural dialogue Communication 
Team behavior Trust 
Emotion Trust 
Cognition and memory Trust, grounding, situational 

awareness 

 

𝑋𝑋𝑋𝑋 =
Number of OAwDs with the Behavior

Sample Size
 x 100 [1]

[2]𝑓𝑓𝑓𝑓 =
∑ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜𝑓𝑓𝑓𝑓 𝑜𝑜𝑜𝑜𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥

|𝑥𝑥𝑥𝑥|
 

𝑥𝑥𝑥𝑥 = {𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑂𝑂𝑂𝑂ℎ𝑜𝑜𝑜𝑜 𝑂𝑂𝑂𝑂ℎ𝑜𝑜𝑜𝑜𝑂𝑂𝑂𝑂𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡ℎ𝑜𝑜𝑜𝑜 𝑏𝑏𝑏𝑏𝑜𝑜𝑜𝑜ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑜𝑜𝑜𝑜𝑎𝑎𝑎𝑎} 
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today?”). If the OAwD, however, talks to himself 
or herself, that is not considered verbal engage-
ment. The behavior is coded quantitatively.
(ii) Initiating conversation: The OAwD takes the 
initiative to start a conversation with the robot 
and the topic might not be directly related to the 
tea-making task. Any conversation will fall in this 
category. If the OAwD provides follow-up com-
ments or responds to the robot’s non-task related 
questions or comments, these are not consid-
ered as initiating conversation. The behavior is 
coded quantitatively.
(iii) Non-verbal cues: The OAwD directs any 
kind of non-verbal cues (for instance, smile, 
touch, gaze, or gestures) toward the robot. The 
behavior is coded quantitatively. 

Previous research on human-robot teaming in 
collaborative tasks show that Interactiveness of a 
human is an indication of his or her willingness 
to consider the robot as an interaction partner 
and is related to trust in the robot39. Similarly, 
verbal responses and non-verbal cues are di-
rectly related to the communication ability of a 
person to express his or her intention or commit-
ment to the robot13, 50.

Natural dialogue
The spoken dialogue of OAwDs shows one or 
more of the following four characteristics com-
monly observed in people with dementia17, 51. 
The four coded behaviors are as follows:
(i) Long pause: When asked any question, the 
OAwD waits for an unusually long time before 
responding, or does not respond at all.
(ii) Problem with word finding: The OAwD has a 
difficult time finding the correct word for objects 
or people.
(iii) Confusion: The OAwD expresses signs of 
confusion about a person, object, or the pur-
pose of his/her own presence in the study ( for 
instance, the OAwD confuses the robot with the 
caregiver while speaking about his or her recent 
experience with the robot).
(iv) Confabulation: The OAwD provides non-
factual information about him or herself or his 
or her experience with the robot (that s/he per-
ceives to be true).

Previous research shows that spoken dialogue 
is the most powerful way of communication be-
tween a human and a robot in a human-robot 
team62. Natural dialogue is a direct measure of 
an OAwD’s communication ability to convey 
information to the robot in an easily understand-
able manner. The behavior is coded qualitatively.

Team behavior
Three team behaviors were observed and coded:

(i) Status update: The OAwD updates the robot 
with the current task status about which the ro-
bot might be unaware of (for instance, informing 
the robot that “water is boiling now”). The be-
havior is coded quantitatively.
(ii) Turning toward the robot: The OAwD spon-
taneously turns toward the robot when s/he en-
counters a problem with completing the task. For 
instance, due to unfamiliarity with the kitchen, 
the OAwD could not find a tea bag and spon-
taneously asked the robot about where to find 
a tea bag. The behavior is coded quantitatively.
(iii) Turning toward the caregiver: The OAwD en-
counters a problem during the tea-making task 
and, instead of asking the robot, s/he turns to 
the caregiver for a possible solution. For instance, 
the OAwD could not install the kettle and s/he 
asked the caregiver about how to do that. The 
behavior is coded quantitatively.

Previous research on human-robot team perfor-
mances shows that various team-oriented be-
haviors (for instance, status updating, asking for 
help, etc.) are linked to the mutual trust of team-
members38. The team behaviors defined here are 
direct indications of the trust that the OAwD has 
in the robot during collaborative task execution.

Emotion
The Observed Emotion Rating Scale52 designed 
to rate the affect of people with dementia is used 
to code the affective responses of the OAwDs 
during the tea-making task. The emotions ob-
served in OAwDs were reported under two 
categories: positive emotions, for instance, dif-
ferent signs of pleasure such as laughing, smiling, 
singing, gently touching the robot, reaching out 
warmly to the robot, and negative emotions, for 
instance, signs of anger (e.g. pursing lips, draw-
ing eyebrows together, yelling), anxiety or fear 
( for instance, restlessness, repeated or agitated 
movement, line between eyebrows, line across 
forehead, hand wringing), or sadness (for in-
stance, frowning, sighing). 

To be coded, an affective response does not 
have to be directed particularly toward the robot. 
Rather, any affective response that indicates the 
general emotional state of the OAwD when s/
he is doing the tea-making task with the robot is 
considered here. The behavior is coded quanti-
tatively. It was difficult to measure the exact du-
ration of each affective response but the majority 
of the responses were short lived (2-5s) while a 
few of them lasted longer (10-20s). Previous re-
search on HRI shows that emotion is a key factor 
that influences the performance of a team53 and 
is an indication of the presence or absence of 
trust in a human-robot team36.
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Cognition and memory 
Four behaviors of OAwDs related to cognitive 
abilities and memory performance were coded:
(i) Lack of attention: The OAwD fails to search 
for cues or attend to available cues, or is unable 
to follow the guidance provided by the robot to 
complete the tea-making task. For instance, the 
OAwD could not hold his or her attention to the 
video prompt shown by the robot and was un-
able to proceed with the task. The behavior is 
coded quantitatively.
(ii) Lack of comprehension: The OAwD is con-
fused about what s/he is doing, cannot compre-
hend the purpose of the robot or the purpose of 
the whole study. The behavior is coded qualita-
tively. 
(iii) Lack of abstract thinking ability: The OAwD 
could not imagine situations (other than the
one s/he recently went through) where the robot 
could be useful to him or her or to other people. 
Also, the OAwD could not propose some fea-
tures or attributes of the robot that s/he thinks 
would be nice to have in such a robot. The be-
havior is coded qualitatively.
(iv) Poor short-term memory: The OAwD shows 
signs that s/he has partly or completely forgotten 
his or her experience with the robot, instructions 
or prompts that were delivered or an incident 
that happened during the collaborative interac-
tion with the robot. OAwDs generally have is-

sues with short-term memory, although it might 
not manifest during the short duration of the tea-
making task or interview. The behavior is coded 
qualitatively.

Cognitive ability has been identified by previous 
research as a factor involved in the ability of a 
person to trust a robotic partner36, develop an 
accurate mental model of the robot45 (which, in 
turn, facilitates grounding), and finally, gain situ-
ational awareness of his or her surroundings14.

resulTs
Data from videos of the tea making task and 
from the post tea-making interviews were coded 
and scored using the methods described above 
(Table 4).

The following sections provide an overview of 
our interpretation of information -trust, grounding, 
communication, and situational awareness- that 
are key to the performance of a human-robot 
team. This research constitutes an exploratory pi-
lot study conducted with the intention of gaining 
familiarity with the application of personal robots 
to assisting OAwDs with daily tasks. As such, data 
analysis is conducted at a high- evel and the re-
sults are general observations to reflect the small 
number of OAwDs completing a single task. In 
essence, this research is intended to give a ‘feel’ 

Table 4. Analysis of interaction behaviors of subjects (n=10); a’Observed’ indicates the subject with dementia 
exhibited that behavior one or more times, and ‘unable to judge’ if the coders were unable to ascertain the 
presence or absence of the behavior; bFor the tea-making task, behaviors were either ‘observed’ or ‘unobserved’; 
cFor the post-task interviews, behaviors were either ‘observed’, ‘unable to judge’, or ‘unobserved’ 

Behavior Data source 
Measurement 

Qualitativea 
Quantitativeb,c 
X, % f 

Interactiveness Verbal engagement Tea making  Observed 80 7.1 
Initiating conversation Tea making Observed  10 2.0 
Non-verbal cues Tea-making Observed  100 15.1 

Natural Dialogue Long pause Post-task interview Observed 10 - 
Unable to judge 0 - 

Problem in word finding Post-task interview Observed 60 - 
Unable to judge 10 - 

Confusion Post-task interview Observed 30 - 
Unable to judge 40 - 

Confabulation Post-task interview Observed 30 - 
Unable to judge 20 - 

Team behavior Status updating Tea-making Observed  80 3.9 
Turning toward the robot Tea-making Observed  10 4.0 
Turning toward the caregiver Tea-making  Observed  90 4.2 

Emotion Positive Tea-making Observed  80 7.1 
Negative Tea-making  Observed  100 9.1 

Cognition and 
Memory 

Lack of attention Tea-making  Observed  60 4.0 
Lack of comprehension Post-task interview Observed 40 - 

Unable to judge 20 - 
Lack of abstract thinking ability Post-task interview Observed 50 - 

Unable to judge 10 - 
Poor short-term memory Post-task interview Observed 40 - 

Unable to judge 20 - 
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for what human-robot interventions look like for 
OAwDs in order to direct future research efforts.

Trust
An interesting picture of trust in the robot emerg-
es when we look at the interactiveness and team 
behaviors of the OAwDs. Eight out of ten OAwDs 
(X=80%) verbally communicated often when the 
robot approached them with questions or com-
ments (f=7.1). Even though the robot was not 
capable of generating non-verbal cues such as 
gestures or smiles in response to the OAwDs, all 
OAwDs (X=100%) frequently directed different 
non-verbal communication cues toward the robot 
(f=15.1). Some of them even touched the robot af-
fectionately, burst into laughter when talking to it 
and passed critical comments to it for being slow 
in movement (these are discrete observations and 
the related X and f are not listed in Table 4). 

We observed the same attitude in the OAwDs 
when they updated the robot with the current 
task status (assuming that the robot might be una-
ware of the status). Although such status updating 
did not occur at a very high frequency behavior 
(f=3.9), it was observed more than once in eight 
out of ten OAwDs during the short duration of 
the tea-making task. These observations indicate 
that the OAwDs had some level of trust in the 
robot to accept it as an interaction partner who 
might have abilities to help in the current task. 

The level of trust, however, was not so high that 
they turned to the robot for help to solve problems 
that they were unable to resolve. Although nine 
out of ten OAwDs encountered different types 
of difficulties while performing the tea-making 
task (for instance, difficulty in installing the kettle 
properly to boil the water, finding the tea bags), 
only one of them (X=10%) spontaneously turned 
toward the robot for solutions in different occa-
sions (f=4.0). Nine out of ten OAwDs (X=90%) 
turned to the caregivers to solve problems. Some 
of them even showed signs of hesitation when 
asked to direct their query toward the robot in-
stead of the caregiver. In addition, OAwDs’ hesita-
tion to accept the robot as a peer is expressed in 
the behavior that only one of them (X=0%) took 
the initiative to start a conversation with the robot, 
although the robot stood by them during the en-
tire tea-making task and initiated more than one 
social conversation (that was unrelated to the tea-
making task). With respect to the emotional state 
of the OAwDs, signs of negative emotion were 
observed more frequently in all of the OAwDs 
(X=100%, f=9.1) than signs of positive emotion 
(X=80%, f=7.1). In general it was observed that 
OAwDs seemed more comfortable with the robot 
toward the end of the tea-making task, especially 
after having a social conversation with the robot. 

Grounding   
The behavioral analysis presents a complex pic-
ture of the grounding ability of OAwDs. During 
the collaborative task, eight out of ten OAwDs 
occasionally (f=3.9) updated the robot about 
their task status and provided the robot with per-
ceptual information that the robot might be una-
ware of ( for instance, letting the robot know that 
the water is boiling). This indicates that OAwDs 
were, to some level, aware of the robot’s pur-
pose to assist them in the task and the robot’s 
perceptual limitations. All of these are necessary 
for common grounding with the robot and also 
to develop an accurate mental model of the ro-
bot. But the hesitation observed in nine out of 
ten OAwDs (X=90%, f=4.3) to turn toward the 
robot for problem solving is one indication that 
their mental model of the robot was not very 
informative and did not emerge over time - i.e., 
during the short duration of the study. In addi-
tion, during the interview, five out of ten OAwDs 
were unable to report on the overall goal of the 
study, the purpose of the robot, or its abilities 
and limitations. In the case of people with intact 
cognition, accurate mental models (and hence 
the ability for grounding) emerge over time as 
the human-robot team goes through common 
experiences36,41. The cognitive impairment of 
OAwDs might make the process of time evolu-
tion of a correct mental model longer, if not im-
possible.

Communication
OAwDs were generally very comfortable with 
non-verbal communication with the robot 
(X=100%, f=15.1). Non-verbal cues, however, 
might have limited abilities to convey informa-
tion, especially in a task-oriented setting. Eight 
out of ten OAwDs (X=80%) were quick in ver-
bal communications and based on the content 
of the communication appeared to enjoy social 
conversation with the robot. However, the num-
ber of verbal responses (from OAwDs) during the 
tea-making task (f=7.1) was not very high for the 
analysis of spoken dialogue. Interviews with the 
OAwDs, on the other hand, involved many ver-
bal exchanges and revealed the characteristics of 
the spoken dialogue of the OAwDs in terms of 
the ability to convey information to the robot. 

Six out of ten OAwDs (X=60%) had difficulty 
finding the correct words when referring to ob-
jects, people, or their feelings. Three out of ten 
OAwDs showed clear signs of confusion as they 
were answering questions related to the robot 
and their experiences with it (coders were una-
ble to clearly categorize the signs of confusion in 
four OAwDs). Most significantly, three OAwDs 
(OA2, OA6, OA7) were confabulating while de-
scribing their experiences with the robot (coders 
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were unable to clearly categorize this behavior 
in OA3, OA10). All of these present a complex 
picture of the OAwDs’ communication ability 
through natural dialogue. 

Natural speech has been previously demonstrat-
ed to be the most powerful tool for human-robot 
dialogue and information exchange in a col-
laborative HRI. The information conveyed to the 
robot through natural dialogue during assisted 
completion of tasks, however, must be factual, 
narrative, and clearly understandable. Other-
wise, the robot, with its limited perception and 
cognition, will not be able to use the informa-
tion provided by the human partner. Confabu-
lation, confusion, word-finding difficulty can 
significantly affect the flow and quality of infor-
mation exchanged between OAwDs and a robot 
through natural dialogue.

Situational awareness
Within the limited time of the tea-making task, 
most of the OAwDs showed some level of situa-
tional awareness as they responded to the robot’s 
questions in a reasonable manner (X=80%, f=7.1), 
provided the robot with status updates (X=80%, 
f=3.9), and frequently directed affective cues to-
ward the robot (X=100%, f=15.1). Many of them, 
however, failed to attend to the cues provided by 
the robot that could be helpful for the completion 
of the tea-making task. For instance, six OAwDs 
either overlooked the video prompt shown by 
the robot (f=4.0) or could not use the informa-
tion even after looking at it. During the interview, 
many of the OAwDs showed signs of comprehen-
sion difficulty (X=40%, coders were unable to 
clearly categorize for two OAwDs: OA9, OA10), 
short-term memory (X=40%, coders were unable 
to clearly categorize for two OAwDs: OA7, OA6), 
and abstract thinking ability (X=50%, coders 
were unable to clearly categorize for one OAwD: 
OA2). All of these have potential to greatly hinder 
the OAwDs’ ability to gain situation awareness 
during a long-term collaboration with the robot.

discussion
Designing robots for any assistive application is 
already an open challenge for robotics research-
ers due to the demand for highly sophisticated 
robotic perception, action, cognition and HRI 
abilities. Cognitive impairment in the target user 
adds an additional dimension to this challenge. 
Based on the results reported above, we have 
identified key challenges and preliminary rec-
ommendations within three areas, namely, col-
laborative control, human-robot dialogue, and 
learning. Note that our focus is on the non-con-
tact type of robot-OAwD collaboration which is 
achieved (from the robot’s side) through in-time 
delivery of task knowledge to OAwDs.

Collaborative control
OAwDs, in our current scenario, have the final 
authority to accept or decline the guidance, sug-
gestion or assistance offered by the robot. Trust 
calibration is one of the key challenges to design-
ing this kind of collaborative framework as, no 
matter how intelligent the robot is, an inappro-
priate level of trust will make the robot’s exper-
tise useless to the OAwDs. This will lead to poor 
team performance. It has been reported in the 
literature that familiarity leads to better under-
standing about a robot (even for users with intact 
cognitive abilities) and trust in robots emerges as 
a result of the bidirectional interaction between 
familiarity and understanding38. Familiarity is 
also an antecedent of developing an accurate 
mental model of the robot45 and an accurate 
mental model helps to develop a proper level 
of trust in robots36. OAwDs can gain familiarity 
with the robot through spending more time with 
it in natural settings. This is generally termed as 
operator training and is a recommended way of 
improving users’ trust in robots9. 

Training OAwDs with new concepts, skills, or 
devices, however, might not be trivial. While 
OAwDs have been shown to be able to learn 
some new skills via preserved procedural mem-
ory, training needs to be carefully structured to 
optimize learning and success, and to ensure the 
safety and well-being of OAwDs. 

A health economic analysis, therefore, is neces-
sary to justify the cost of developing and use of 
such assistive robots for OAwDs. Aside from trust 
issues, assistive robots for OAwDs will generally 
require higher situational awareness (for instance, 
improved perception, cognition, scene-analysis 
ability, and a correct mental model of the u ser) 
than robots in other assistive applications. In the 
case of OAwDs, the human collaborator might 
not always be the source of accurate and reliable 
information as traditionally expected in HRC11. 
Access to ambient sensor networks can help a 
robot to achieve improved perceptual aware-
ness2. For improved awareness in executive 
functions (for instance, planning, scene under-
standing, solving complex problems related to 
the task), it is possible to include a caregiver in 
the robot-OAwD team where the caregiver will 
be in a supervisory role and will only be contact-
ed in case of emergency. Defining the dynamics 
(for instance, role, authority, flow of information, 
HRI) of a mixed team with multiple members is 
complicated10, 33 and might require the caregiver 
to go through special training processes.

Human-robot dialogue
Dialogue is one of the most effective ways to re-
solve ambiguity in a team that works in a dynamic 
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environment62. OAwDs in our study showed im-
pressive performance in non-verbal communica-
tion. Non-verbal cues, however, have limited abil-
ities to convey information, especially in a task-
oriented setting. Our data suggest that OAwDs 
can be very fluent in their verbal communication, 
although the information they deliver through 
their speech might not be factual and the speech 
itself might not be narrative and easily understand-
able. It was, however, frequently observed during 
the study that OAwDs can accurately respond to 
carefully phrased simple questions and follow in-
structions delivered through such sentences18. 

The natural dialogue management system of the 
assistive robot for OAwDs, therefore, should be 
equipped with a number of sophisticated abili-
ties. For instance, the automatic speech recog-
nizer (ASR) should be tolerant to the special fea-
tures commonly present in the spoken dialogue 
of OAwDs (for instance, long pauses). Appropri-
ate tuning of language and acoustic models can 
enable an ASR to exhibit such characteristics. In 
addition to this, the natural language processing 
(NLP) system will require the ability to investi-
gate to what extent the speech is factual, relevant, 
and informative. Research in NLP has not yet 
achieved this level of sophistication for any ap-
plication. In the case of this specific application, 
for making such high level inferences an NLP 
system will require expert analysis of the speech 
of OAwDs in order to discover common patterns. 
There are few preliminary initiatives to create a 
database of spoken dialogue by OAwDs during 
everyday activities54. Such a database can be 
used to conduct research in this direction. Final-
ly, the natural language generation system of the 
assistive robot should rely on sentences which 
are carefully constructed to be understandable 
by people with cognitive impairments in order 
to ensure meaningful communication49.

Learning
In the case of long-term HRI, robots need to be 
designed with interactive learning and adaptation 
abilities, although the learning and adaptation 
occur naturally in humans55,56,57. Mutual learn-
ing and adaptation in the case of robot-OAwD 
interaction, however, can be complicated. The 
learning patterns of OAwDs are different from 
others with intact cognitive abilities. In addition, 
humans take an active role to interactively teach 
the robot different skills58 and tasks59. Interactive 
learning processes generally require an accurate 
mental model of the robot. The limited cognition 
of OAwDs (for instance, abstract thinking ability, 
situational awareness, short term memory) might 
restrict their abilities to take an active role in the 
robot’s learning. It is, however, possible to design 
sophisticated interactive learning mechanisms 

that impose less cognitive load on the teacher 
(i.e. OAwDs). For instance, self-directed learning 
abilities in the robot60 can be a good choice to 
implement such learning mechanisms where the 
robot will proactively come up with ‘good ques-
tions’ in order to strengthen its knowledge61. Of 
course the questions should be phrased in ways 
that are easily understandable by people with 
cognitive impairments49.

The results of this pilot work indicate that an as-
sistive robot will need highly sophisticated arti-
ficial intelligence in order to make a collabora-
tive task with OAwDs successful. AI robotics has 
made tremendous progress in the past decade 
but we are still not in a stage where off-the-shelf 
AI algorithms can directly be employed to solve 
many of the real-life issues discussed above 
(for instance, understanding autonomously that 
an OAwD is confabulating, etc.). Collaborative 
control, human-robot dialogue, and learning are 
three primary areas that will need to advance 
through robotics and HRI research before an 
assistive robot can complement the interaction 
patterns demonstrated by OAwDs.  

liMiTaTions of The sTudy 
There were several limitations to the study. The 
data analyzed in this paper were from a study 
conducted with a small number of participants 
(n=10) interacting with one robot in one situa-
tion. Generalizability of the findings to the larger 
population of OAwDs with respect to interac-
tion behaviors with robots may be limited. The 
challenges and recommendations presented in 
this in-depth analysis are, however, grounded 
in observations of OAwDs interacting in a fairly 
unstructured, realistic setting doing a common 
daily activity. Data of this nature with OAwDs 
are rare in the current literature, and findings 
from this analysis establish a foundation for hy-
pothesis generation and future development. 
The diversity of abilities in our sample provides a 
reasonable base for observing a range of behav-
iors, and many of the abilities and behaviors we 
observed were consistent with those of people 
with Alzheimer’s disease and other dementias. 
Observation of a breadth of abilities allows iden-
tification of more challenges, and arguably can 
better inform design decisions and directions. In 
spite of this diversity, the OAwDs were all able to 
hear normal levels of speech (as part of the inclu-
sion criteria). Further research will be necessary 
to include OAwDs who have hearing deficits, as 
this is common for older adults, and to examine 
communication requirements for this subset of 
the population.

Another limitation of this study is the duration of 
human-robot interaction. The average duration 
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of the tea-making task was 12 minutes and that is 
the time when OAwDs actually interacted with 
the robot. Therefore, it is not possible to investi-
gate whether novelty effect had any influence on 
the behaviors of OAwDs while interacting with 
the robot.  

conclusion
In spite of the ever increasing need for assistive 
robots to serve people with cognitive impair-
ments, research on how cognitive impairments 
might influence the dynamics of HRI is not a 
well-explored domain. To address this gap, this 
paper reports on the challenges involved in the 
design of collaborative HRI for an assistive robot 
that will work with OAwDs in everyday activi-
ties. The data are from a study we conducted 
where an assistive robot was fully tele-operated 
to provide need-based step-by-step guidance (in 
the form of audio or audio-visual prompts) to a 
group of OAwDs as they made a cup of tea in 
the kitchen of a simulated home. We performed 

an exploratory behavioral analysis on our pilot 
study data to identify a set of interaction be-
haviors of OAwDs that can make the design 
of collaborative HRI challenging, for instance, 
inappropriate amount of trust in the robot, in-
ability to properly communicate with the robot 
and convey necessary information, and failure 
to develop a correct mental model of the robot. 
Our analysis suggests that OAwDs might be able 
to work collaboratively with an assistive robot 
if the robot offers enough sophistication (espe-
cially with respect to HRI) to accurately address 
their unique requirements. The paper provided a 
few recommendations to tackle these challeng-
es,  for instance, designing intelligent HRI inter-
face for OAwD-robot collaboration, advanced 
natural language recognition and understand-
ing framework, and sophisticated learning and 
adaption algorithms for the robot. Studies with 
more OAwDs, however, are required to solidify 
the findings presented in this paper and we are 
currently focusing on that.
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