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E. Miyasaka, A. Imai, T. Takagi, A. Ando, Application trials for the realization of i
human-friendly broadcasting. Gerontechnology, 2001; 1(2): 103 - 110. This paper 3
describes some application systems developed to present human-friendly broadcasting o
services for the elderly, who at times have difficulty following rapid speech, and for the B
hearing impaired. These systems include a real-time speech rate converter for the for- %
mer and a real-time transcription system for the simultaneous subtitling of Japanese a

broadcast news programs for the latter. In the conversion system the listener can

change the speech rate at any time. The pitch of the converted speech is the same as

that of the original speech, and its quality suffers little or no impairment. The results of 103
listening tests by elderly observers show that the converted speech, with a slower

speech rate than normal, is perceptually preferred. The other system is based on a uni-

que continuous speech recognition system developed by our group. It has been success-

fully applied to two actual NHK news programs since March 2000.
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In the coming 20 years, one out of every four
Japanese persons will be over 65 years old. It
will be urgently necessary to provide audio
broadcasting services that are comfortable for
elderly listeners suffering from hearing
impairments due to age. It is known that
senescent changes occur with age along all
the auditory pathways, including the central
auditory nervous system and the auditory
periphery'?.

Most conventional hearing aids, however,
can compensate only for frequency deteriora-
tion in the outer and middle ear areas, even
though digitalized hearing aids have recently
been developed. These are ineffective for

elderly persons who are suffering from an
inability to follow rapidly uttered speech,
because such deterioration may be caused by a
disorder in the central nervous system. It is dif-
ficult at present to compensate physiologically
for these deteriorated functions. At the same
time, it is reported that the speech rates of pro-
fessional announcers have increased from
about 350 syllables/min to more than 500 syl-
lables/min over the last two decades®. Teranishi
performed psychological tests to measure the
critical identification rate for young students,
obtaining a value of about six syllables/s.
According to the results, a speech rate of more
than 500 syllables/min (=8.3 syllables/s) will
cause hearing problems for elderly listeners.
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The new hearing aid system developed by
the authors, called the speech rate converter,
is designed to compensate for degraded
speech intelligibility by slowing the input
speech rate, while maintaining the original
pitch and timbral personality, with little
impairment. It tries to temporally compensa-
te for the reduced functions of the central
auditory pathways.

As for those with hearing impairments that
prevent them from hearing any speech in a
broadcast program, no matter how loudly
uttered, captioned broadcasting is effective.
Captioned broadcasting of news programs
has been widely adopted in the United States
of America and in European nations, where

operators called ‘captioners’ can manually
enter caption manuscripts in real time. A rea-
son why real-time manual captioning is pos-
sible in those nations is that the languages
use phonetic characters and the correspond-
ence between sounds and words is clear. The
Japanese language, in contrast, uses ideo-
graphic characters, so that a certain length of
time is required for selection among homo-
nyms through kana-to-kanji conversion. We
have developed a news-speech recognition
system for creating captioned manuscripts
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Figure 1. Block diagram of the algorithm of speech rate conversion.
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for news programs in real time.

This paper describes both a newly developed
real-time speech rate converter and a broad-
cast news transcription system using the
speech recognition system.

REAL-TIME SPEECH RATE CONVERTER

System requirements®®

The main requirements for the new hearing

aids for the elderly suffering from rapid

speech rate hearing impairment are consider-
ed to be the following:

(a) Self-adjustment to the desired speech
rate will be indispensable;

(b) The quality of the converted speech
should be minimally impaired, because
reduced speech articulation will likely
cause hearing problems for the elderly.
The less impaired the quality, the more
effective the system;

(c) Pauses between adjacent breath groups
and the voiced portions should be inde-
pendently handled;

(d) Even in a case where the original speech
is accompanied by corresponding video
images, like TV, the converted speech
would preferably be synchronized with
the visual images.

Principle of the system?®

The speech rate converter presented here
satisfies most of the requirements mentioned
above. Figure 1 illustrates the block-diagram
of the proposed algorithm introduced in this
system. Input speech is classified into voiced-,
unvoiced-, and silent portions. For the voiced
portions, pitch extraction and segmentation
are performed as precisely as possible. For
the unvoiced portions, as well as the silent
portions, extraction of the quasi-period and
segmentation are also performed. According
to the speech rate specified by a user, enlar-
gement of each portion, whether voiced,
unvoiced, or silent, can be performed by a
pitch-synchronous insertion of the most sui-
table number of wave-segments into the ori-
ginal waveforms of the portion. These pro-

cessed portions are smoothly concatenated
in the final stage. The converted speech
becomes slower than the original, with no
variance in pitch and little impairment in
quality. Before enlargement, the processed
segments are temporally stored in a large
buffer memory. The enlargement process
starts as soon as the system receives a trig-
ger, produced 50ms from the moment that a
user sets a speech-rate. As a result of this,
the speech-rate can be controlled in real-
time, even if a user wants to make it faster
than the former slowed speech rate.

There are two modes in this system: a linear
mode and a nonlinear mode. The former cor-
responds to the uniform enlargement of the
speech at a constant speech rate, while the
latter corresponds to a nonlinear enlarge-
ment of the speech at a variable speech rate,
in order to reduce the discrepancy between
the converted speech and the corresponding
visual images. The user can select either of
the modes. To synchronize the converted
speech with the visual images at every onset
of a breath group, the speech rate is tempo-
rally changed from a slower rate to the
normal rate, along a monotone-decreasing
curve, similar to the average temporal chan-
ge in pitch frequency obtained from the
speech of veteran announcers. The silent
interval between adjacent breath groups can
be shortened, if necessary, as long as tempo-
ral naturalness is maintained. This function
can assist in absorbing the temporal discre-
pancy during the corresponding breath

group.

Subjective evaluations

Subjective evaluations of the system were
performed using 356 elderly observers, vary-
ing in age from in their 60's to in their 80's.
The experiment was designed to be as sim-
ple as possible, in consideration for the age
of the observers. We prepared 12 original
speech segments, uttered by a skilled NHK
announcer at a normal rate of 8.2 mora/s.
These segments were categorized into four
groups. Every segment in a group was con-
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verted to the same speech rate in the linear
mode, while the speech rates were mutually
different among the groups. The rate was
selected from four speech rates: 6, 7.2, 8.2,
and 10 mora/s. Thus, each original speech
segment was converted to just one speech
rate.

Each of the 12 converted speech-segments
was presented twice, following a start signal,
through four loudspeakers in a large meeting
room, where it had been confirmed in a pre-
liminary test that the room itself caused no
problem in intelligibility. The observers were
instructed to choose one of four categories,
consisting of 1 (unacceptable), 2 (accepta-
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Figure 2. Evaluation scores as a function of
the speech rates. The vertical lines indicate
standard deviations of the distribution.

ble), 3 (good), and 4 (very good). Valid ans-
wers were obtained from 279 observers.

Results and discussion

The results are shown in Figure 2. Each point
in the figure is the average score within the
same speech rate group. The observers in
their 60's judged the 7.2 mora/s rate as the
best, while the subjects in their 80's preferred
the 6.0 mora/s rate. The results show that
most elderly observers preferred speech at a
rate of no more than 7.2 mora/s, which is
slower than normal.

REAL-TIME TRANSCRIPTION SYSTEM
FOR NEWS PROGRAMS

The system

All TV programs are expected to be subtitled
as soon as possible. Especially, subtitling for
news programs is urgently required. The
necessary target recognition rate for the
news speech recognition system is no less
than 95%, with a recognition delay of two
seconds, for speech uttered by announcers in
a news studio. The rate of 95% is significant,
because the error rate of 5% is the upper
limit of the ability to manually correct recog-
nition errors in real-time.

The system consists of an acoustic analysis
unit, a decoder, acoustic models, including

Input 3
speech Recognition
Acoustic | | result
—» analysis —» Decoder | —»
[ 1

Figure 3. Block diagram of the continuous
speech recognition system.
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HMM (Hidden Markov Models), and lang-
uage models, including word bigrams (con-
nective probabilities between two adjacent
words) and word trigrams (connective proba-
bilities between three adjacent words). Figure
3 shows the block diagram of the system.

Acoustic Analysis

The procedure for acoustic analysis is as fol-

lows:

(a) Input speech is digitized at a sampling
frequency of 16kHz and a quantization
accuracy of 16 bits;

(b) The acoustic analysis unit executes short-
time frequency analysis, using a Hamming
Window with a 25ms analysis frame
length and a 10ms frame period;

(c) The 12-dimensional MFCC (Mel
Frequency Cepstrum Coefficient)’ is cal-
culated for each frame;

(d) The 12-dimensional delta-MFCC coeffi-
cient® is calculated by obtaining the slope
of the least squares line against the train
of coefficients of 5 frames, for each
dimension of the MFCC.

(e) The 12-dimensional delta-delta-MFCC
coefficient is calculated by performing
the identical operation on the delta-
MFCC coefficients.

(f) The logarithmic power of each frame, its
delta and delta-delta are calculated

Finally, 39-dimensional acoustic parameters

are obtained for each frame.

Acoustic models and language models
Gender-dependent, speaker-independent tri-
phone-HMMs were used as the acoustic
models’. The type of HMM was a continu-
ously distributed HMM, using an 8-mixtured
Gaussian distribution with diagonal covarian-
ce matrices. 42 Japanese phonemes were
prepared for the system. The HMMs were
learned using 100 phoneme-balanced news
sentences, spoken by 45 NHK announcers,
consisting of 24 male and 21 female
announcers.

The language models were constructed using

the following procedures:

(a) The news manuscripts were divided into
morpheme units through automatic mor-
pheme analysis, because Japanese sen-
tences are not partitioned by word;

(b) The words defined by morpheme were
selected in order of frequency of appear-
ance in news manuscripts, and were
registered in the word pronunciation dic-
tionary;

(c) The bigrams and trigrams were calcula-
ted for the words registered in this dictio-
nary;

(d) The Good-Turing method was used for
Backoff smoothing™.

Decoder
A two-pass decoder was adopted (see Figure
4) for selecting recognition candidates. In the

Acoustic models

[ triphone HMMs ]

Input N-best Recognition
speech T 1st pass sentences | 2nd pass output
—|  analysis »|  N-best —®|  Rescoring —>
search
Language
| bigrams l models | trigrams I

Figure 4. Detailed block diagram of the speech recognition system.
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first pass, the word-dependent N-best
search' is executed by a Viterbi beam search,
using the word bigrams as the language
model. The score of each candidate is calcu-
lated from the weighted acoustic (logarith-
mic probability) and language (logarithmic
probability) scores. In the second pass, re-
scoring is performed by re-calculation of
each language score using word trigrams
against the N-best sentences. The same
weightings for the acoustic and language
scores were used in the first and second pass.

NHK news speech database

To obtain excellent recognition performance
in statistical speech recognition systems, it is
indispensable to prepare a speech database
with a large volume and high quality. We
created a database of speech from actual
news programs broadcast since 1996.

One of the weak points of a statistical lang-
uage model is that appearance probabilities
for recently appearing words are very low,
despite their importance. Figure 5 indicates a
new method for adapting the language
models, using manuscripts prepared in
advance that include almost all new words.
Recent news manuscripts, duplicated 1000
times, are added to the news manuscripts
accumulated over a number of years. As the
result of this, even new words can be easily
recognized by the system.

Evaluation of the system

Recognition tests were conducted to evalua-
te the performance of the broadcast news
transcription system. The NHK news programs
“News 7" and “Ohayo Nippon,” broadcast
from June 1 to June 7 in 1998, were used for
the test set shown in Table 1.

For creating the acoustic models, the speech
data selected from the database were broad-
casts from one month in 1996, two months
in 1997, two months in 1998 and 14 months
from April 1999 to the end of May 2000. For
learning the language models, manuscripts
written from 1991 to the end of May 2000
were used.

We evaluated the results of recognition
experiments by word recognition accuracy.
The word recognition accuracy can be
expressed as:where

Aw= (Ny, = Ngypst = Nins = Ngep) 7 Ny,

A, = word recognition accuracy
N,, = total number of words

Ngubst = Number of substituted words
Nins = number of inserted words
Ngei = number of deleted words

Results and discussion
The rightmost column of Table 1 shows the
recognition results. Word recognition accura-

e T — O —

News manuscripts

Recent news manuscripts

— 1

duplicate by
1,000 times

accumulated Language
over a number of years - models
— I Learning n- >
gram model
e

Figure 5. Method for adaptation of language models using recent news manuscripts.
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Table 1: List of news programs for evaluation of the speech recognition system and its

recognition results.

Condition Number of Word

sentences accuracy

%

Speech uttered by announcers in studio S/N = 55 dB 339 98.32

Spontaneous speech including commentary and 160 78.05
conversational speech

Speech uttered by reporters in studio 30 87.86

Weather speech 340 77.21

Sports speech  Clean S/N = 50 dB 139 88.09

Mixed with noise S/N=33 dB 254 72.15

Speech uttered by reporters outdoors 109 91.77

Speech uttered by announcers mixed with outdoor 140 96.56

noise S/N= 30 dB

cy was 98.32% for the speech of studio
announcers and 91.77% for the speech of
reporters outside the studio. Of particular
interest is the fact that a word recognition
accuracy of 96.56% was obtained for the
speech of studio announcers mixed with out-
door noise. A time of less than two seconds
was the actual recognition time delay, defin-
ed as the time difference between the onset
of the input speech and the start of the out-
put of the recognition. It can be said that
real-time recognition was realized. The
necessary target recognition rate greater
than 95%, with a recognition delay of 2
seconds or less, has been successfully rea-
ched for speech uttered by announcers in a
studio for a news program.

This recognition system has already been
installed in a live news studio since the end of
March 2000, and the closed-captioning serv-
ice on the NHK news programs “News7"
and “News9" is now running well, although
the captioning is restricted to speech uttered
by announcers in the studio. The recognition
rates for other speech in a news program,
however, are less than 95%. This recognition
rate may be improved by preparing various

acoustic and language models, fitted to each
type of speech categorized in Table 1.

CONCLUSION

The systems introduced in this paper are
examples of applying speech processing to
human-friendly interfaces. In order to evolve
interfaces for elderly TV viewers, interfaces
that are more intelligent should be develop-
ed. Recently, the therapeutic approach has
become important in designing human-
friendly interfaces. Various pet-robots, for
example, have been developed to divert the
elderly. The concept of agent TV has also
been proposed. For such interfaces, the qua-
lity of human-friendship is expected to be
studied.
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