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Abstract

Background: Older adults may require assistance completing activities of daily living 
(ADLs). Robotic assistance can offset healthcare costs and allow older adults to preserve 
their autonomy. Younger adults are often involved in the design and purchase of these 
robotic technologies and must take into account the needs and expectations of the target 
population (i.e., older adults) to create a robotic system that they will adopt.
Objective: This study evaluated the opinions of younger and older adults regarding the 
design and performance of the Robot Activity Support (RAS) system. It is important to 
understand points of agreement and divergence between these populations’ perspectives 
so that effective robotic aids are created for older adults.
Methods: Fifty-two younger and older adults completed three scripted tasks with the 
RAS system in a smart home environment. Each participant made task errors to cue the 
robot to offer help via three prompt modalities (guide to object, video of forgotten step, 
and video of a full task). After interacting with the RAS system, participants completed 
questionnaires to report opinions of and satisfaction with the robot.
Results: There were minimal differences between younger and older adults’ perceptions 
of the RAS system across multiple factors (e.g., likability, cognitive demand), with both 
groups expressing generally neutral opinions. Both groups rated the Full Video prompt 
as least helpful, effective, and liked. Participants recommended the robotic system’s 
response accuracy, movement speed, alerting style and system flexibility be improved. 
Younger adults overestimated how much older adults would want a robot like this.
Conclusions: This study underscores the importance of testing technology with target 
populations, as older adults were less interested in having RAS or a similar robot in their 
home than younger counterparts expected. Future work with robotic aids should focus 
first on older adults’ requirements for an adoptable product, and then on optimal design 
to increase its usability.
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Introduction
Robotic technology is being explored as a means 
to assist older adults (OAs) in their everyday lives. 
Robots have been designed to aid with multiple 
activities including companionship, communica-
tion, carrying, rehabilitation, health monitoring, 
reminding, chores, entertainment, and fall de-
tection purposes (Shisehgar, Kerr, & Blake, 2019). 
For individuals with Alzheimer’s disease and 
related disorders (ADRD), cognitive impairment 
can impact ability to complete common activi-
ties of daily living (e.g., medication management, 
grooming). To this end, we created the Robot 
Activity Support (RAS) system and robot (Wilson 
et al., 2019). Paired with a smart home environ-
ment, the RAS robot can monitor a person’s ac-
tivity patterns, recognize when an error is made 
in task execution, and intervene to offer help in 
a multi-modal fashion once it approaches the 

individual. In this study, we evaluate older and 
younger adults’ perceptions of the RAS system 
and their assessment of how much older adults 
would enjoy having RAS in their homes.

Our robot (RAS) is an amalgamation of elements, 
each with a specific purpose (Figure 1). At the top 
of the robot is a RGBD camera that allows the 
robot to detect both the objects involved in eve-
ryday tasks and the human in a home environ-
ment (Wilson et al., 2019). Located at the bottom 
of the robot are the components of the naviga-
tion manager (e.g., the LiDAR and computational 
units) and the hardware required for the robot to 
maneuver in a space (e.g., wheels and battery; 
Wilson et al., 2019). The robot also has a mount-
ed Android tablet, which serves as the point of 
interaction for a person. When a person forgets 
to perform a step in a task, the missing step is 
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detected by the RAS 
system due to a lack of 
interaction with the for-
gotten object’s attached 
accelerometer-based 
motion sensor (Estimo-
tes; Estimote, Inc., 2012). 
Immediately upon er-
ror detection, the tablet 
plays an audio clip ask-
ing the person if they 
need help (i.e., “Hello, 
how can I help you?”) 
and begins approaching 
the person. The screen 
display changes from a 
neutral facial expression 
to a surprised one and 
displays the question 

“Do you want help?” 
with Yes and No but-
tons situated below the 
question (Figure 2b). If 
the person selects “Yes”, 
the tablet displays three 
help-prompt choices: 
(1) show a video of the 
entire task without er-
rors, (2) show a video of 
only the forgotten step, 
and (3) offer to lead the 
person to the forgotten 
object. Once the miss-
ing step is finished using 
the chosen help prompt, 
the person taps the “I 
did it!” button and the 
robot returns to a home 
position (Figure 2 for the 
entire sequence of tab-

let screen displays). Of importance, all of the ro-
bot’s capabilities (i.e., task monitoring, error de-
tection, space mapping, robot navigation, object 
and human finding, and the interface) are com-
pletely autonomous. That is, human intervention 
is not necessary for the robot to intervene and 
perform subsequent actions. To our knowledge, 
the closest that previous research has come to 
collectively match RAS’ capabilities is with Ed 

– a teleoperated robot that provides audio/video 
step-by-step help to OAs during a task (Wang, 
Sudhama, Begum, Huq, & Mihailidis, 2017).

Prior studies have identified and attempted to al-
leviate multiple obstacles that OAs face through 
the use of robotic technology (Shishehgar et al., 
2019). For example, EL-E and ROSE are both 
robots built to support independent living by 
assisting with grasping, delivering, and manipu-
lating objects that require varying degrees of 
preciseness (Jain & Kemp, 2010; van Osch, Bera, 

van Hee, Koks, & Zeegers, 2014). To aid indi-
viduals with physical or cognitive impairments, 
researchers have created a wheelchair with 
shared robot-human control to navigate within 
one’s residence, as well as robot pets, such as 
the AIBO dog to encourage communication (Ur-
diales et al., 2011; Tamura et al., 2004). Intelligent 
robot/interface systems incorporating sensors to 
detect physiological states (e.g., if an individual 
has eaten a meal, or requires medical attention) 
have been created to help caregivers monitor 
their patients as well as empower individuals to 
monitor their health (Oyabu, Okada, Manninen, 
& Lee, 2003; Tseng, Hsu, & Chuang, 2013). De-
signed to remind individuals to complete various 
daily activities, the Autominder system integrat-
ed with Pearl the robot, and the Healthbot robot 
both use sensors and pre-programmed sched-
ules to prompt a person via voice and touch-
screen interfaces (Pollack, 2006; Tiwari et al., 
2011). This is only a selective review to demon-
strate the different approaches researchers have 
taken to impact people’s everyday lives with ro-
botic technology (for a full review see Shisehgar, 
Kerr, & Blake, 2019). In this paper, we present 
a system and accompanying robot built to aid 
OAs experiencing difficulties completing activi-
ties of daily living (e.g., watering plants due to 
cognitive impairment). That is, beyond remind-
ing one to complete a task, RAS can track one’s 
activity, recognize that a step or object has been 
forgotten in the task sequence, then locate and 
approach the individual in a space to provide 
help in a multimodal format. This sets RAS apart 
as capable of incorporating multiple elements of 
previously created robots, as well as highlights 
its ability to address cognitive deficits at multiple 
stages of a task.
	
Because the younger generation is typically 
involved in the design and selection of these 
technologies, it is important to understand both 
similarities and differences in older and younger 
adults’ attitudes toward and expectations of ro-
botic assistive aids. Previous literature informs us 
that younger adults prefer a robot with more hu-
man-like characteristics while older adults pre-
fer a more anthropomorphic look, perhaps due 
to raised expectations of capabilities that come 
with a humanoid appearance that the robot can-
not fulfill which lead to uneasiness (i.e., the un-
canny valley phenomenon; Caballar, 2019; Pino, 
Boulay, Jouen, & Rigaud, 2015; Stafford, Mac-
Donald, Li, & Broadbent, 2014). Older adults 
also report preferring a female voice/appear-
ance, slower speed, and smaller (i.e., not human-
like) size for robots (Stafford, MacDonald, Li, & 
Broadbent, 2014). Accordingly, we designed the 
facial expression on the tablet interface to be as 
emotive and anthropomorphic as possible with-
out using an image of a human face, as this was 

Figure 1. RAS robot 
with human detec-
tion, user-interface 
and navigation com-
ponents.
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the point of interaction for a person. We also 
chose to use a female’s voice and programmed a 
slow approach and lead-to-object speed for the 
robot. As proof-of-concept was important for 
this first attempt, we opted to keep the robot’s 
physical structure to a minimum (but still small).

Appearance-opinions aside, the biggest fac-
tor in the acceptance of robotic assistance that 
emerged from past studies was an individual’s 
need for it. Younger adults were more likely to 
think of robots as devices that perform boring, 
household chores (e.g., cleaning), and were 
amenable in general to including a robot in their 
everyday life (Goher, Mansouri, & Fadlallah, 
2017; Smarr et al., 2015). Older adults also con-
sidered robots useful but for different purposes, 
and only when the robots enabled them to main-
tain their independence (Wu et al., 2016). Older 
adults appear most interested in robots that have 
the potential to effectively and efficiently help 
them complete everyday tasks and ensure safety 
by detecting falls and issuing danger warnings 
(Smarr et al., 2015). Furthermore, the robot’s 
ability to perform tasks efficiently and with 
minimum human-intervention seemed to most 
strongly determine acceptance from both groups 
(Smarr et al., 2015).

Differences between younger and older adults’ 
expectations and preferences about robotic as-
sistance can inform the design of robotic devices, 
as those who create robotic technology and play 
a role in technology selection are often younger 
adults. If the design and capabilities of robotic 
devices do not align with older adults’ expecta-
tions, this will negatively affect OAs’ acceptance 
of and willingness to use the assistive technology. 
Accordingly, in this study, we evaluate and com-
pare younger adult (YA) and OA perceptions of 
our RAS system that was designed to help indi-
viduals complete everyday activities (e.g., water 
plants). Of note, we survey participant opinions 
regarding not only the appearance, usability, and 
usefulness (as the aforementioned studies have 
done) of RAS, but go one step further to meas-

ure and compare the differences – if any – in 
perceived desirability of the robot from both age 
groups’ perspectives. In addition to informing 
YA’s robotic-aid endeavors for OAs, a difference 
may dictate whether the research community’s 
approach to alleviating the obstacles faced by 
OAs in their everyday lives with a robot is ap-
propriate in the eyes of OAs. As such, we were 
particularly interested in the generational differ-
ences in this issue.

Methods
Participants
Fifty-two individuals, 26 younger adults (ages 
18-29) and 26 older adults (ages 52-87), repre-
sented the final sample for this RAS usability 
testing study. The data from four younger adults 
and one older adult were discarded from the 
original sample due to robot malfunctions (N 
= 2), age outside the range (N = 2), and incom-
plete or incorrectly-completed questionnaires (N 
= 1). Table 1 provides a summary of participant 
demographics. Fifty percent of each group (N = 
13) were female. As expected, older adult par-
ticipants were significantly older than younger 
adult participants, t(48) = 22.96, p < .001, and 
had significantly more years of education, t(50) 
= 6.29, p < .001. Among the OAs, 34.62% of 
participants fell in the range of mild cognitive 
impairment on a brief screening measure of cog-
nitive abilities (i.e., the Montreal Cognitive As-
sessment; MoCA; Nasreddine et al., 2005). The 
MoCA requires participants to complete brief 
cognitive tasks such as backward digit span (i.e., 
repeat a sequence of numbers in the reverse or-
der) and language fluency (i.e., name as many 
words as possible that begin with the letter F in 
one minute) tasks. A score of 26 or higher out of 
30 is considered to be within normal limits.

Younger adult participants were recruited via 
Washington State University’s undergraduate 
psychology experiment recruitment site (SONA) 
or from Washington State University’s Research 
Experience for an Undergraduates summer pro-
gram (REU). Older adult participants were re-

Figure 2. (a) Neutral state face, (b) query face and prompt asking if user needs help, (c) no face while 
showing help prompt options, (d) video that plays when either of the video help prompts is selected, 
and (e) error-corrected face as robot retreats.
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cruited from prior studies conducted through 
Washington State University’s Neuropsychology 
and Aging laboratory. This study was approved 
by the University Institutional Review Board.

Assessment instruments
The following instruments were used to gather in-
formation about participant comfort with technol-
ogy, evaluation of robot characteristics, and self-
report of satisfaction and usability of the robot.

Technology Comfort Questionnaire (TCQ; de-
rived from Tam, Van Son, Dyck & Schmitter-
Edgecombe [2017] and Roelands, Van Oost, De-
poorter & Buysse [2002])
To understand individuals’ comfort with technol-
ogy, we asked participants to rate six statements, 
such as “I am generally comfortable with tech-
nology”, on a Likert scale of 1 (Strongly Disagree) 
to 7 (Strongly Agree). Scores were calculated 
by averaging all responses for an overall score. 
Higher scores indicate greater comfort with us-
ing technology (Cronbach’s α = .68).

Subjective Assessment of Speech System Inter-
faces (SASSI; Hone & Graham, 2000)
The SASSI is comprised of 34 statements, rated 
on a scale of 1 (Strongly Disagree) to 7 (Strongly 
Agree), that assesses a person’s subjective evalu-
ation of a speech input/output system to predict 
the success of the system for everyday use. The 
questionnaire includes the following six sub-
scales that factor into a persons’ perceptions: 
system response accuracy, likeability, cognitive 
demand, annoyance, habitability, and speed. Re-
liability coefficient alphas of .90, .91, .88, .77, .75 
and .69, respectively, demonstrate acceptable 
to excellent validity for the first five factors and 
borderline acceptable validity for the sixth fac-
tor (Hone & Graham, 2000). The subscale scores 
were calculated by reverse-scoring the appropri-
ate items and then averaging responses for each 
subscale; there is no overall score.

Robot Characteristics Questionnaires (RCQ)
These surveys were generated by the research 
team to assess participants’ opinions about 
the robot’s design, namely its movement and 
prompting abilities. Participants provided Likert 
ratings about several aspects of the RAS robot 
(e.g., height, speed) and help prompts (i.e., Guide 
to Object, Step Video, Full Video) on a scale of 
1 (Strongly Disagree) to 5 (Strongly Agree). Each 
help prompt was assessed for four separate pur-
poses, namely ease of imitation, helpful if unable 
to recall the next step, confusing to someone 
with MCI, and helpful to someone with MCI. 
Participants also indicated which of the three 
help prompts they best liked, found most helpful, 
and deemed least effective. Open-ended ques-
tions further provided participants with an op-

portunity to offer their opinions about what they 
liked and did not like about the robot. Partici-
pants were also asked for what purposes an older 
adult (themselves or someone with MCI) might 
find the robot useful. Other questions asked par-
ticipants to suggest helpful alternative prompt-
ing mechanisms and general improvements that 
could be made to the robot.

Procedure
For the duration of the interactive testing ses-
sions with the robot, two experimenters were 
stationed upstairs in a control room and moni-
tored the participant via the smart apartment’s 
webcams. Thus, the participant was the only hu-
man with RAS in the testing area on the ground 
level of the apartment. One of the experiment-
ers monitored RAS’ program and navigation 
terminals to assist when necessary with manual 
fine-tuning of the robot’s movement. The second 
experimenter communicated with participants 
via intercom, leading participants through each 
scripted step of the three tasks detailed below. 
This experimenter also monitored the accuracy 
of data collection from the Estimote sensors, 
which were attached to objects of interest being 
used in the three activities.

When participants arrived at the campus smart 
apartment testbed, they were brought to the liv-
ing room where the second experimenter ob-
tained informed consent. After this, the experi-
menter explained the study’s purpose and how 
the experiment would proceed, the participant 
was given a tour of the apartment’s lower level 
to orient them to where each task-relevant ob-
ject was located. Once finished, the experiment-
er went upstairs to the control room, from where 
they led the participant through the study tasks 
and interaction with the robot.

Representative of everyday daily living activities, 
the tasks in this study were (1) preparing to walk 
the dog, (2) taking medication with food and wa-
ter, and (3) watering the apartment plants. Partic-
ipants completed each task once in the correct 
sequence of event steps without mistakes, and 
three additional times, each time with a different 
error. Regarding these errors, for the preparing to 
walk the dog task, participants skipped retriev-
ing the umbrella, then the dog leash, then the 
apartment keys, interacting with the robot after 
each error in three separate task runs. For the 
take medication with food and water task, par-
ticipants neglected to retrieve a granola bar, fol-
lowed by the medication bottle and lastly failed 
to take medication out of the bottle. For the wa-
tering apartment plants task, participants forgot 
to fill the watering can with water, then water the 
coffee table plant, then water the side table plant. 
For a full description of the exact sequence of 
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each task and its corresponding errors, see Wil-
son et al. (2019). Each participant completed 
all the tasks in the same order, and the errors 
of omission were not varied across participants. 
The type of help prompt chosen (i.e., Guide to 
Object, Step Video, and Full Video), however, 
was counterbalanced across task errors for each 
group. As participants completed these tasks 
and interacted with the robot and tablet inter-
face, the second experimenter made note of ad-
verse events that occurred (i.e., when the robot 
did not operate as expected or the participant 
experienced difficulties trying to interact with it).

Upon detecting an error, the robot audibly asked if 
the participant needed help and began approach-
ing them. Once the robot came to a stop within 
reaching distance, the person was instructed to 
accept the offered help by pressing “Yes” and 
then choose the prompt type that was designated 
for that specific trial. After selecting the prompt as 
directed by the experimenter and either watching 
a video or following the robot to an object, par-
ticipants completed the forgotten step as directed. 
Following the completion of the error step, par-
ticipants then tapped the “I did it!” button, effec-
tively dismissing the robot; participants then fin-
ished the remainder of the task without additional 
errors. Thus, each participant interacted with the 
robot for the entirety of the study, excluding the 
portion of the survey afterward.

Once finished with the robot interaction portion 
of the experiment, participants completed a se-
ries of questionnaires compiled either in the on-
line survey platform Qualtrics (Qualtrics, Provo, 
UT) or in paper-and-pen format. The entire study 

lasted approximately two hours. Younger adult 
participants were awarded 2.0 credit hours for 
their psychology class research quota through 
the SONA system, or recorded 2.0 hours of work 
for the REU program. Older adult participants 
were given a $25 cash honorarium. 

Results
Analysis
We begin by reporting error rate data about the 
robot performance. Next, using an independent 
samples t-test, the data were examined for dif-
ferences between groups (YA and OA) on the 
questionnaire examining comfort using technolo-
gy. To assess for group differences in RAS ratings 
and opinions, a 2 (group) X 6 (SASSI question-
naire subscale scores) mixed model analyses of 
variance were conducted. Responses to the RCQ 
Likert questions were compared between groups 
using independent samples t-tests. Responses to 
open-ended qualitative questions were examined 
for commonalities among participants. We also 
conducted a mixed model analysis of variance 
with the prompt type (Guide to Object, Next 
Step Video, and Full Video) as the within-subject 
variable and group as the between-subject vari-
able. Statistical analyses were performed using 
Statistical Package for the Social Sciences (SPSS; 
version 24.0). Opinions of each help prompt 
were analyzed using repeated chi-square tests.

Robot performance (error rates)
Using experimenter notes from the testing ses-
sions, we tabulated the number of successful task 
runs (i.e., tasks completed correctly by the robot 
without operator intervention). Each testing ses-
sion consisted of 12 tasks, 9 of which expected 
the robot to intervene and offer help (the remain-
ing 3 tasks were scripted to occur correctly with-
out any errors for the robot to detect), for a total 
of 624 tasks across all 52 YA and OA participants. 
However, since some tasks were done multiple 
times when errors occurred to allow participants 
to experience each prompt type with each task 
while others were not performed due to time 
constraints, 683 total tasks were completed. 
Across all testing sessions, 371 tasks were com-
pleted correctly (i.e., the robot prompted and 

moved properly at the appropriate time) 
without operator intervention for a task suc-
cess rate of 0.544. Errors that occurred were 
due to robot error (i.e., robot did not face 
human or remained more than 2 feet away 
from the human/object, robot became stuck 
on object in an apartment or stopped mov-
ing to human/object), interface error (i.e., 
the tablet did not register person’s response, 
options did not display correctly, the tablet 
did not play verbal prompt, tablet provided 
prompt without system initiation), system er-
ror (i.e., system froze, communication was 
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lost between Estimote and server or server and 
robot), or Estimote error [false negatives (i.e., the 
participant made an error that the system/inter-
face did not detect), and false positives (i.e., the 
participant did not appear to make an error but 
the system/interface still prompted them)].

Technology comfort level
As seen in Table 1, the older and younger groups 
did not differ in their reported level of comfort 
using technology, t(44) = -1.26, p = .21, which 
was high for both groups (> 5.8 out of 7.0).

SASSI
A mixed model analysis of variance was con-
ducted to determine whether SASSI subscales dif-
fered between groups and from one another. The 
analysis revealed no overall differences between 
the younger (M = 4.74) and older (M = 4.42) adult 
groups in their average response ratings to ques-
tions, F(1,48) = 1.49, p = .23, which fell within 
the Neutral to Slightly Agree range (Table 2). 
There was, however, a main effect of subscales, 
F(1,48) = 49.82, p < .001. Post hoc Bonferroni 
analyses revealed that Cognitive Demand of the 
RAS system was the highest-rated subscale (M 
= 5.48) and this subscale differed significantly 
from all other subscales with the exception of 
Likeability, which was the second highest-rated 
subscale (M = 5.31). Habitability was the third 
highest-rated subscale (M = 4.97) and differed 
significantly from all subscales but Likeability. 
System Response Accuracy was rated fourth (M 
= 4.58) and differed significantly from the Annoy-
ance subscale (M = 4.12). Furthermore, the An-
noyance subscale differed significantly from the 
lowest-rated Speed subscale (M = 3.11), which 
fell into the Slightly Disagree range. Importantly, 
there was no interaction between group and sub-
scales, F(1,48) = 1.02, p = .41, suggesting that the 
pattern of responses across subscales was similar 
for the older and younger adult groups.

Robot characteristics questionnaire
Participants’ responses to the first three ques-
tions on the RCQ (i.e., the robot would success-
fully get my attention if it moved and worked like 
this, the robot would startle me if it moved like 
this, and the height of the robot does not intimi-
date me or make me feel uncomfortable) were 
compared using independent samples t-tests 
with age group as the between-subjects factor. 
Answers to the second question were reverse-
scored. Analyses showed that older and younger 
adults did not significantly differ in their opinions, 
rating each query in the Neutral to Agree range 
[successfully get my attention – OA: M = 3.40 
(SD = 1.19), and YA: M = 3.48 (SD = 1.05); would 
startle me – OA: M = 4.12 (SD = 0.78), and YA: 
M = 3.59 (SD = 1.01); height is not intimidating – 
OA: M = 4.40 (SD = 0.91), and YA: M = 3.78 (SD 

= 1.25)], ts(50) > - 0.25, ps > .20.

When asked what distance between a person 
and the robot would be most comfortable, older 
and younger adults again expressed no signifi-
cant differences with an average answer of 21.55 
inches (SD = 16.01 inches) from younger adults 
and 23.53 inches (SD = 6.36 inches) from older 
adults, t(37) = - .51, p = .11. Nine participants (3 
OA and 6 YA) did not report a numeric distance 
but a qualitative answer. Three expressed prefer-
ring the robot to be farther away, four reported 
wanting it to come closer, and two were not spe-
cific in their preferences (e.g., “… comfortable 
with any distance” and “A typical distance be-
tween two friends”).

In contrast, differences emerged between YA 
and OA perceptions about how much an old-
er adult would desire to adopt the RAS robot. 
Younger adults were asked whether they be-
lieved their older relatives would enjoy having 
our robot in their home, and older adults were 
asked if they would enjoy having our robot in 
their home. Younger adults’ responses fell in the 
Neutral to Agree range on a Likert scale of 1 to 
5 (M = 3.59) while older adults disagreed with 
this statement (M = 2.59), and this difference in 
opinions was significant, t(47) = -3.26, p = .002.

After observing the robot’s performance and tak-
ing note of participants’ verbal opinions, we opted 
to additionally survey OA participants about their 
willingness to wait for the robot should it need 
to move slowly, how often they would tolerate 
false information from the robot and how often 
they would tolerate the robot approaching when 
unwanted. Older adult participants rated these 
statements on a scale of 1 (Never) to 5 (Always). 
On average, OAs were relatively unwilling to wait 
and intolerant of the robot’s errors; they indicated 
being willing to wait sometimes to about half the 
time (M = 2.75, n = 24), being tolerant of the robot 
providing incorrect information sometimes (M = 
2.00, n = 24) and being tolerant of the robot ap-
proaching when help is not needed sometimes to 
about half the time (M = 2.5, n = 24).

Free response open-ended RCQ items 
Participants’ responses to the open-ended 
questions of the RCQ were analyzed for com-
mon themes. The most common responses re-
lated to things participants reported liking about 
RAS included its simple and accessible design 
(e.g., “simple to use”, “simple seeming”) and 
how quickly it recognized errors (e.g., “alerted 
me right away that I missed a step in the activ-
ity”). Participants indicated that they did not like 
the robot’s speed/movement (e.g., “too slow in 
coming to help me with task”, “jerky travel”, “it 
moves slowly and I got impatient”), and were 
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made uncomfortable by some aspects of the 
robot, including its “awkward movements” and 
possible “tripping hazard”. The most common 
responses about the types of tasks the robot 
would be most useful for included reminders 
(e.g., to take medication, phone calls, objects’ 
locations) and assistance completing tasks (e.g., 
making meals, animal care). For individuals with 
memory impairment, participants thought RAS 
would be most useful for tasks related to medi-
cation and hygiene, or more generally to “tasks 
most important to their everyday health”. Partici-
pants also thought the robot would help break 
down everyday tasks into individual steps and 
guiding participants through the steps.

Regarding general suggestions for improve-
ment of the RAS system, common themes that 
emerged included wanting faster/smoother 
movements, more alerts, better hardware (i.e., 
a “nicer” robot that looks “a bit more friendly”) 
and higher robot function reliability (e.g., “sys-
tem had a few false positives”). For example, 
participants expressed wanting the robot “to be 
able to move beyond monitoring a strict chain of 
events”, and would like it better “if steps could 
be done in any order”. They also recommended 

“adding sensor accuracy, computing power” and 
an “easier or more responsive tablet”. Further-
more. participants recommended adding some 
sort of cue to get the person’s attention before 
the robot started moving; suggestions included 
adding an “alert system – music or flashing light”, 

“beeper and flashing LED on objects”, and “may-
be a blinker or musical tone”.

Prompt ratings related to specific purposes
Separate mixed model analyses of variance were 
conducted for each of the four prompt purpose 
questions (Table 3). Answers to the third purpose 
(confusing to someone experiencing mild cogni-
tive impairment [MCI]) were reverse-scored so 
they were in the same direction as the other 

items. Analyses revealed no 
significant main effect of age 
group or interactions between 
age group and prompt type 
for any of the four prompt 
purpose questions. There was 
a main effect of prompt type 
when rating each prompt type 
for how helpful it would be if 
unable to recall the next step 
in a task, F(2,84) = 4.97, p = 
.009, and for someone with 
MCI, F(2,84) = 6.57, p = .004. 
Post-hoc tests revealed that 
the Full Video was rated as 
less helpful than the Next Step 
Video and Guide to Object for 
both the questions evaluating 

helpfulness related to next step in task, ts > 2.17, 
ps < .05, and for someone with MCI, ts > 2.44, 
ps < .05. There were no differences in ratings 
between the three prompt types for questions 
evaluating ease of imitation, F(2,84) = 2.59, p = 
.08, or how confusing the prompt types might be 
to someone with MCI, F(2,84) = 2.75, p = .07.

Preferences between help prompts 
Chi-square tests of independence revealed sig-
nificant differences between prompt preferences 
for each prompt rating category among both 
OAs, χ2(4, N = 65) = 18.91, p = .001, and YAs, 
χ2(4, N = 75) = 54.82, p < .001. For the best-
liked prompt, post-hoc analyses showed that 
OAs chose the Full Video prompt (9%) signifi-
cantly less than the expected frequency, χ2(4, N 
= 65) = 5.76, p = .02. Younger adults chose the 
Next Step Video prompt (62%), χ2(4, N = 75) = 
4.41, p = .04, significantly more than the expect-
ed frequency and the Full Video prompt (0%) 
significantly less than the expected frequency, 
χ2(4, N = 75) = 13.69, p < .001, as the best-liked 
prompts. Regarding preferences for the most-
helpful prompt, the Next Step Video prompt was 
chosen significantly more than the expected fre-
quencies for both OAs (68%), χ2(4, N = 65) = 
4.41, p = .04, and YAs (62%), χ2(4, N = 75) = 4.41, 
p = .04. YAs further chose the Full Video prompt 
less than the expected count (0%), χ2(4, N = 75) 
= 13.69, p < .001, as the most-helpful prompt. 
Older adults chose the Next Step Video prompt 
significantly less than the expected frequency as 
the least-effective prompt (a good perception) 
(18%), χ2(4, N = 65) = 11.56, p < .001, as did 
younger adults (8%), χ2(4, N = 75) = 18.49, p < 
.001. Additionally, YAs also chose the Guide to 
Object (12%), χ2(4, N = 75) = 6.25, p = .01, sig-
nificantly less than the expected frequencies as 
the least-effective prompt (again, a positive per-
ception). Furthermore, OAs chose the Full Video 
prompt significantly more than the expected fre-
quency as the least-effective prompt (59%), χ2(4, 
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N = 65) = 16.00, p < .001, as did YAs (80%), χ2(4, 
N = 75) = 54.76, p = .04.

Qualitative evaluation of help prompts
When asked about alternative prompts and 
changes to said prompts, common themes in-
cluded making the system voice-interactive and 
supplementing the motions/videos with lights 
or images and signs (i.e., arrows and photos of 
the target forgotten object). Beeps, tones, and 
musical notes were also suggested as useful ad-
ditions. More than any other suggestion though, 
participants from both age groups recommend-
ed adding auditory instructions (23 participants), 
and 4 participants specifically said to change the 
verbiage of the audio prompts. Other common 
suggestions included adding affirmations when 
part of the task was completed successfully, and 
an audio message after the help prompt was 
complete to ask the person whether they would 
like to continue receiving help or resume the 
task. Several individuals commented that the 
video editing for the Full Video prompt should 
be smoother, that it was too long, and that it 
might be beneficial for the robot to ask a person 

“Would you like to see the whole process?” be-
fore playing the video.

Discussion
Our goal was to evaluate opinions and percep-
tions of the RAS system and to determine wheth-
er younger and older adults’ would evaluate RAS 
and its usefulness in the home differently. We 
found that participants in both groups expressed 
generally neutral opinions regarding various as-
pects of the robot design. Younger and older par-
ticipants alike slightly agreed that the robot and 
interface were not mentally taxing to use, but 
were not satisfied (slightly disagreed) with the 
speed of the robot. Open-ended comments fur-
ther supported the need to improve the robot's 
speed, as suggestions for faster/smoother move-
ments emerged as a common general theme for 
robot improvement. Regarding the help prompts, 
the Next Step Video and Guide to Object 
prompts were endorsed by both groups as be-
ing significantly more helpful than the Full Video 
prompt when someone was unable to recall the 
next step in a task and for someone with MCI.

When asked which of the three prompts they 
liked best, none of the younger adults and only 
two of the older adults endorsed liking the Full 
Video prompt the best. Both age groups found 
the Next Step Video to be the most helpful and 
appeared to like it best, though statistical analy-
ses did not show this preference to be significant. 
The Full Video prompt was also rated as the least 
effective by both age groups. This may partly re-
flect the added perspective (e.g., remembering to 
carry out the correct needed step after prompt 

finished) and retrospective (e.g., watching already 
completed task steps) memory demands of the 
Full Video prompt, which could further confuse 
someone with MCI. Research has shown that 
individuals with MCI and AD experience both 
prospective memory (i.e., ability to remember 
to perform actions at a later time) and retrospec-
tive memory difficulties (Dermody, Hornberger, 
Piguet, Hodges, & Irish, 2015;  Hernandez Card-
enache, Burguera, Acevedo, Curiel, & Loewen-
stein, 2014;  Hsu, Huang, Tu, & Hua, 2015; Beaver 
& Schmitter-Edgecombe, 2017). In addition, the 
National Institute on Aging recommends caregiv-
ers providing “simple, step-by-step instructions” to 
those with AD to improve communication (Alz-
heimer’s Caregiving: Changes in Communication 
Skills, n.d.). Consistent with this recommendation, 
the Next Step Video prompt offered small but rel-
evant, simple, and to-the-point aid.

Our original motivation in creating the Guide to 
Object prompt was to enable our robotic assis-
tance to autonomously maneuver to the person/
desired items – a feature that set our robot above 
existing assistive technology. We found that 38% 
of YAs and 32% of OAs rated Guide to Object as 
the best-liked prompt, and 38% of YAs and 18% 
of OAs rated it as the most helpful prompt. It 
is possible that these numbers would have been 
higher if we had specifically asked participants 
about a situation where they could not locate 
an item. It may be that preferences for the best 
prompt type will change depending on the situa-
tion (e.g., difficulty locating item versus difficulty 
remembering the next step). We also found that 
a few older adults did rate the Full Step video 
as best-liked and most helpful, indicating that 
prompt type preferences also vary across indi-
viduals. This suggests that some flexibility should 
be built into the system.

Although participants reported clear preferences 
regarding the help prompts, overall ratings of the 
RAS system were generally neutral. People’s per-
ceptions of aspects of the robot system (i.e., SAS-
SI ratings) fell within the Neutral to Slightly Agree 
range (i.e., 4.73 for YAs and 4.46 for OAs out 
of 7). This indicates that we are currently falling 
short in the design. In its current form, younger 
and older adults are rating RAS similarly and are 
consistent in their ratings of varying factors that 
impact perception. Specifically, both age groups 
rated most positively (in the Slightly Agree to 
Agree range) aspects of the RAS system related 
to cognitive demand and likeability. The cogni-
tive demand subscale assesses the perceived 
amount of effort required to use the system and 
how it made participants feel, and the likeability 
subscale measured participants’ affective feel-
ings about the system. Ratings between Neutral 
and Slightly agree were found for characteristics 
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related to annoyance, habitability, and system 
response accuracy. Both groups also rated the 
speed subscale the lowest (in the Slightly Disa-
gree range). The speed subscale measures partic-
ipants’ opinions about the system’s performance 
speed. These ratings indicate several characteris-
tics of the robotic support system that especially 
need to be improved upon. In open-ended ques-
tions, participants also suggested that the robot’s 
movement needs to be smoother (e.g., “less 
jerky”), and this is consistent with the robotic-in-
teraction literature (Kashi & Levy-Tzedek, 2018).

Regardless of whether we are able to improve 
the RAS system such that participants’ ratings 
increase to the uppermost ranges of the SASSI 
(i.e., 6 to 7 range), we recognize that it is possi-
ble to create a highly satisfactory and well-liked 
robot that individuals do not find to be of value 
or wish to use (Table 4). Here, it is important that 
our target population (older adults) be interested 
in using the robot. In direct opposition to this, 
our results indicated that younger adults sig-
nificantly overestimated how much older adults 
would want or enjoy the robot in their homes. 
Numerous older adults reported that although 
they could see the potential of this technology 
for being helpful, they did not want or need it at 
their current stage of life – a sentiment echoed 
in other robotic assistance studies (e.g., Cavallo 
et al., 2018; Lukasik, Tobis, Wieczorowska-Tobis, 
& Swalska, 2018; Wu et al., 2014). It is, there-
fore, possible that a larger number of OAs may 
have expressed more desire to adopt RAS had 
we asked if they would want it eventually, at a 
different stage in their life if they require this type 
of assistance. Regardless, it appears that YAs and 
OAs do not attach the same level of desirability 
to the robot, indicating that as is, robotic tech-
nology to assist with the completion of common 
everyday tasks must be improved. One way to 
address this disparity in robotic-aid adoption is 
to include OAs in all steps of robotic design, in 
addition to testing as we did in this study.

As suggested by the open-ended responses, par-
ticipants conveyed that they appreciated the 
simplicity of the interface and were impressed 
with its capabilities and prompt responding 
when it worked. However, they recommended 

that future work improve the robot’s 
speed and movement (i.e., faster and 
smoother, stay out of the way during 
and after guidance to objects), perfor-
mance (i.e., fewer false negatives and 
positives for error detection), and phys-
ical design (i.e., friendlier expressions, 
sturdier build). This last recommenda-
tion would indicate that in addition to 
modifying the point of interaction or 

“face” (e.g., the tablet) on RAS, modifi-
cations are also needed for the build of the entire 
robot (e.g., more body than the current camera). 
Participants also indicated that additional fea-
tures be built into the RAS system to allow for 
giving and receiving audio commands [e.g., akin 
to or integration with Google Home (www.store.
google.com/us/product/google_home) or Alexa 
(https://www.amazon.com/Amazon-Echo-And-
Alexa-Devices)] devices. Given these results, it 
would appear that our target population is not 
interested in our robot as it is at this point in their 
lives, further underscoring the need to improve 
its features and design to appeal to the older 
adult population, versus only the younger adults.

Another issue that participants had with the RAS 
system was the lack of flexibility with which they 
could complete the task steps. For purposes of 
our study, the tasks participants completed were 
scripted and required task steps be performed in 
a specific order so the system could register each 
step as correctly completed. As experimenters, 
we utilized cameras and the Estimotes on the 
target objects (e.g., umbrella, medication bottle, 
watering can) to detect completed steps and er-
rors, as well as manually started Estimote moni-
toring before each task so the robot would sense 
when a step was skipped. All of these elements 
are not easily translatable to real-world use, nor 
were they appreciated by participants. For exam-
ple, the older adults, in particular, reported frus-
tration with having to follow directions instead of 
having the freedom to perform steps as desired. 
Therefore, for our system to effectively help peo-
ple, RAS will need to be capable of tracking ac-
tivity patterns, storing the step information, and 
understanding that activities could be completed 
in varying ways.

There are limitations to our study that prevent us 
from effectively generalizing our results. Due to 
the Estimotes’ and network connectivity issues 
in the smart apartment, both of which contrib-
uted to the robot’s inconsistent performance and 
accuracy when helping a person, perceptions of 
its capabilities may have been reduced, which 
could in turn have negatively affected OA’s 
desire to use the robot. However, while a stan-
dalone robot may not pose these issues, partner-
ing a robot with other technologies extends its 
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capabilities and therefore shows that we should 
continue to improve our model and system. In 
our study set-up, we had to place multiple Esti-
motes (object sensors) on the target objects used 
in order for the RAS system to correctly identify 
completed and missed task steps. Because these 
have a limited battery life though, it could prove 
to be a recurring added expense for consumers, 
necessitating that we discover an alternate type 
of object sensor or find a way to eliminate the 
need for object sensors in future studies. Our 
study design also necessitated that participants 
complete the scripted tasks in a specific and in-
flexible order, undermining the naturalistic ele-
ment and resulting in lesser opinions of the robot 
(as noted by participants). Improvement of the 
robot’s speed, accuracy, and consistency, as well 
as adaptation of the robot’s software to recog-
nize task steps in a variable order may also lead 
to higher ratings of the robot.

Conclusions
Based on the study’s findings, YAs, be they re-
searchers or family members, may overestimate 
how much OAs want a robot in their home to 
help with everyday tasks of daily living. The 
generally neutral opinions of RAS reported after 
interacting with the system throughout the ex-
periment (instead of imagining or watching the 
robot perform these tasks from afar) contradict 
the more positive opinions found by Beer et al. 
(2017) after exposure to a robot’s capabilities. 
Coupled with the misalignment of desirability es-

timates between YAs and OAs, we believe that it 
is crucial to not only design robot usability stud-
ies in a way that permits the target population to 
interact with the robot but also measures if they 
will want to use it once available.

Going forward, it is important to consider how we 
can improve the RAS system to increase its desir-
ability amongst our target population. Research 
by Feingold-Polak et al. shows that customizable 
robots are better rated and enjoyed by older 
adults (2018), and this is an avenue we should 
consider for our robot. This is consistent with our 
findings related to the most helpful prompt type 
(i.e., Full, Next Step, Guide to Object), which 
varied across study participants. Multiple OA 
participants also suggested incorporating audio 
prompts such as “the keys are on the hook in the 
hallway”, and/or speech-to-text options as well 
as accommodations for those who are hard-of-
hearing such as blinking lights or large motions 
when the tablet’s audio will not suffice. Finally, 
in order to facilitate adoption of this robotic as-
sistance into an older adult’s everyday routines, 
the robot would ideally be able to integrate with 
other technologies such as Google Home (www.
store.google.com/us/product/google_home) or 
Alexa (https://www.amazon.com/Amazon-Echo-
And-Alexa-Devices). Combined with these and 
the aforementioned recommendations, future 
robotic aid efforts should involve the target pop-
ulation in design and testing stages, with an end 
goal of adoption framing the process.
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