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Abstract

Background: Artificial intelligence (AI) has enormous potential that can be harnessed to pro-
mote the health, well-being, safety, and quality of life of older people as well as the work of 
rehabilitators. Discussion on its utilisation in rehabilitation and therapy work has gradually 
begun. Our study looks at homecare and re-ablement of older people, where many new tech-
nologies are already actively used, but the debate over the use of AI is still limited.
Objective: Both the nature of AI and the application of its use, especially in situations 
involving vulnerable people, raise ethical issues in the debate. We discuss opportunities 
and challenges that arise when applying AI to rehabilitation processes and particularly to 
occupational therapy. The aim is to shed light on how AI can be implemented in an ethi-
cally sustainable way. As re-ablement services usually employ occupational therapists as 
members of the rehabilitation team for older people, we chose the Occupational Therapy 
Intervention Process Model as an example of a customer-oriented process model for the 
rehabilitation implementation.
Method: Based on the content analysis of nine interviews and 22 scientific articles, per-
ceptions of opportunities and challenges related to AI utilisation were studied and the 
results were linked to the occupational therapy intervention process.
Results: Opportunities enabled by AI for rehabilitation were identified, and they include 
clinical decision support, workload optimisation, intervention planning, remote monitor-
ing of home rehabilitation, and the use of AI-based rehabilitation. Most of the AI chal-
lenges related to social trust and the experience of autonomy, power structures, privacy 
concerns, data security, transparency, and biases leading to unfair treatment of individuals 
and patient groups.
Conclusion: Creating new competence, building and maintaining the trust, and leading 
the cultural change were considered key issues in AI utilisation. Ethics guidelines for trust-
worthy AI set out the key ethical principles, but leave much room for interpretation for 
the implementation of ethical AI in rehabilitation. Deliberation of the ethical impacts of AI 
requires discussion of values and attitudes, broad citizen involvement, motivation, train-
ing for both professionals and citizens, knowledge building through trusted networks, and 
multi-professional collaboration.
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O r i g i n a l  R e s e a r c h

Introduction
Re-ablement is a particular approach within 
home care and rehabilitation of older people. It 
supports older adults in developing confidence 
and relearning self-care skills, thereby increas-
ing their independence. Home care re-ablement 
services consist of personal care and help with 
activities of daily living in such a way as to enable 
older people to develop both the confidence and 
practical skills to carry out these activities them-
selves. The provision of supportive technology is 
an important feature of home care re-ablement 
services (e.g. Bond et al, 2015). Overall, the aim is 
to maximise long-term independence and quality 
of life (Glendinning et al., 2010; Petch, 2008).

The main goal in re-ablement is to promote cus-
tomers’ independence, meaningful occupation 

and functional abilities to fulfil their daily rou-
tines and roles. Many different social and health 
services are working towards this goal. The per-
spective is most emphasized in the field of occu-
pational therapy (OT). Nowadays, the increasing 
integration of technology into customers’ daily 
lives, as well as into therapists’ workdays, is rais-
ing the issue of changes in the profession. In 
addition to many kinds of applications and pa-
tient record systems, telehealth solutions, sensor 
technology, etc., artificial intelligence (AI) is also 
changing the world by permeating society as a 
whole. From research and theoretical reflection 
that began in the 1950s, the study of AI has pro-
gressed to practical applications, and the health-
care sector is one of the important applicators 
that is willing to benefit from AI.
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The application of AI will have significant poten-
tial in social and health care and rehabilitation 
over the next few decades. AI projects in those 
fields are now advancing at a rapid pace. Cur-
rently, AI is utilised in data analysis, data storage, 
assessment of care needs, diagnosis, and rehabil-
itation interventions. AI has made progress, and 
it already brings benefits in many areas, such 
as in the treatment of sleep disorders, oncology, 
cardiology, surgery (robots), and the research 
and treatment of lung diseases. AI applications 
supporting diagnosis use an extensive amount of 
patient and research data and, typically, meth-
ods of image recognition and deep learning. The 
benefits include additional information, refine-
ment, and enhancement to support the diagnosis 
made by a clinical doctor (Tuominen, 2019).

Although technology is not a substitute for a ther-
apist, AI can be used to support action. Naturally, 
certain limitations must be taken into account. As 
Professor Lili Liu (2018) states, a customer-cen-
tric approach, the therapeutic use of self, critical 
thinking and the creative problem-solving of e.g., 
occupational therapists make it difficult to re-
place the profession with any automation. In ad-
dition, teaching an AI algorithm human qualities 
and experiences, tacit knowledge and cultural 
contents is difficult — perhaps even impossible 

— in light of current developments. Still, AI may 
offer some benefits for the rehabilitation process, 
e.g. by analysing large amounts of data.

Despite the obvious potential and benefits of AI 
(and related evolving technologies), careful con-
sideration of AI’s short- and long-term impacts 
on individuals and societies, and humanity in 
general, is needed. For this reason, the High-Lev-
el Expert Group on Artificial Intelligence (estab-
lished by the European Commission) has drafted 

‘Ethics guidelines for trustworthy AI’ (2019). The 
guidance is focused on fostering and securing 
ethical and robust AI, and it sets out four ethical 
principles: respect for human autonomy, preven-
tion of harm, fairness, and explicability.

Our case country, Finland, is ranked fifth glob-
ally on the Government AI Readiness Index 
(2019) after Singapore, the US, the UK, and Ger-
many. In Finland, the National Artificial Intelli-
gence Programme AuroraAI (AuroraAI 2019) is 
currently striving for the implementation of an 
operations model for helping citizens and com-
panies to use services in a timely and ethically 
sustainable manner. The AuroraAI network and 
the core technology under development directly 
enable the formation of cross-sectoral service 
ecosystems for different situations and events 
in people’s lives. The AuroraAI service model 
is directed at organisations in various sectors of 
society to support human-centric activities and 

knowledge-based management. The roles of AI 
inside the service process should, however, be 
carefully considered.

In this paper, we have an ethics focus. More pre-
cisely, the aim is to shed light on how AI can 
be implemented in an ethically sustainable way 
in the field of home care and re-ablement of 
older people. Human agency is a key issue for 
reflection in the context of AI as well as in the 
re-ablement of older people. For this reason, the 
OT perspective, which emphasizes a meaning-
ful occupation and customer independence, has 
been chosen as the most appropriate framework 
for our purpose. First, we concentrate on ethical 
principles and requirements for AI and a profes-
sional ethics approach to occupational therapy. 
Then, we describe the data and methods of our 
study and discuss the perceptions in terms of the 
opportunities and challenges of AI. Finally, we 
conclude with some key issues in AI utilisation 
and suggest some actions to support therapists in 
the planning of ethical AI implementation.

Ethical values, principles, and requirements for AI
In this article, the multidimensional concept of AI 
is considered as a system utilising different meth-
ods, technologies and disciplines. With the help 
of machine learning algorithms, AI is taught to 
simulate human activity, produce rationality and 
automate analysis, for example (e.g. Russell and 
Norvig, 2021; Rajkomar, Dean & Kohane, 2019). 
AI is considered here from the perspective of 
‘narrow AI’ supporting human activity rather than 
displacing it (e.g. Maddox, Rumsfeld & Payne, 
2019). At some level, the wide impact of AI on 
society has also been taken into account in the 
reflection of the results. The focus is, however, on 
the opportunities and challenges of AI when it in-
tertwines with a human-oriented therapy process.

The application of AI will not only change the 
content of care work but also change professions 
and jobs and will have potentially extensive eco-
nomic impacts. This means changes in societal 
structures and practices. Consequently, AI tech-
nologies give rise to many as-yet-unseen ethical 
issues (Kitchin, 2017, 18). These are associated 
with the data mass that intelligent systems will 
collect and share, and concerns regarding security, 
privacy, confidentiality, data protection, preven-
tion of harm, and informed consent, for example.

The impact of technology can be assessed 
against a number of ethical principles that are 
considered universal ethical values (Leikas et 
al., 2020). In terms of ethics of AI, many public, 
private and civil organisations and expert groups 
have introduced visions for designing ethical 
technology and ethical AI. The most prominent 
ones are probably the guidelines of the European 
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Group on Ethics in Science and New Technolo-
gies (EGE, 2018), the European Commission’s 
High-Level Expert Group on Artificial Intelli-
gence (AI HLEG, 2019), and AI4People (Floridi et 
al., 2018), to mention but a few.

For example, the AI4People’s project (2018) 
(Floridi et al., 2018) has subsumed ethical prin-
ciples under four overarching principles. These 
include beneficence, non-maleficence, autono-
my (defined as self-determination and choice of 
individuals), justice (defined as fair and equitable 
treatment for all), and explicability. The latter is 
also taken up by many experts, and refers to the 
concept of ‘explainable AI’ coined by the Euro-
pean Commission (AI HLEG, 2019). The concept 
is meant to promote understanding of the func-
tioning of AI systems and the decisions gener-
ated as a result of those functions. Explainability 
captures the need for accountability and trans-
parency. It is necessary for building and main-
taining citizens’ trust and is the precondition for 
achieving informed consent from individuals.

An ethical approach to AI in rehabilitation 
and re-ablement
Ethical issues related to the usage of AI in reha-
bilitation and re-ablement of older people arise 
regarding the introduction and adoption of tech-
nology rather than the inherent characteristics . 
We easily fall into looking for ethical problems 
related to the essence of AI, when we should 
be asking how AI could be used to improve the 
customer’s quality of life. Consideration should 
be given to how technology can help in perceiv-
ing and improving the elements of a good life. 
This is the meaningfulness of technology (Leikas 
et al., 2020). Ethical issues in re-ablement can 
be perceived on three levels. Firstly, they con-
cern about good rehabilitation practices and the 
rights of the customers. Secondly, ethics relate 
to the foreseen impacts of rehabilitation therapy: 
what kind of possible impacts can the therapy 
have, and what is the role of AI in it? Thirdly, 
there are ethical implications concerning the use 
and ownership of stored personal data. The ethi-
cal issues, in this case, are linked to trust, privacy, 
and data protection.

In occupational therapy, the ethical usage of AI 
has to be aligned with the fundamental values 
of OT and the corresponding and recognised 
ethical principles. In this study, the opportunities 
and challenges of AI were examined from the 
perspective of the occupational therapy process 
and in terms of ‘evidence-based’ and ‘custom-
er-centric’ practice. For this purpose, we chose 
the Occupational Therapy Intervention Process 
Model (OTIPM), which is a customer-oriented 
process model for the phased implementation 
of OT. Against the background, there is also 

the Transactional Model of Occupation (TMO), 
where occupational performance, experience, 
and participation are shaped in the field of influ-
ence of various internal and external elements 
(Fisher & Marterella, 2019).

An ethical code of conduct and central principles 
for OT can be formed as follows, adopted (with 
small modifications) by the Occupational Thera-
py Code of Ethics of the American Occupational 
Therapy Association (AOTA). These include:
1. Beneficence. OT personnel shall demonstrate a 
concern for the well-being and safety of customers.
2. Non-maleficence. OT personnel shall refrain 
from actions that cause harm.
3. Autonomy. OT personnel shall respect the 
right of the individual to self-determination, pri-
vacy, confidentiality, and consent.
4. Justice. OT personnel shall promote fairness, 
equity, inclusion, and objectivity in the provision 
of OT services.
5. Truthfulness. OT personnel shall provide 
comprehensive, accurate, and objective infor-
mation when representing the profession.
6. Fidelity. OT personnel shall treat customers, 
colleagues, and other professionals with respect, 
fairness, discretion, and integrity. (AOTA, 2020)

Without denying the relevance of all the above-
mentioned principles, evidence-based and 
customer-centric approaches bring the key prin-
ciples together effectively, and therefore we are 
focusing here on those. Principles 1–3 and 6 can 
be merged to customer-centric practice, and 
principles 4–5 can be combined with evidence-
based practice. Customer-centric practice re-
quires therapeutic rapport and a collaborative 
relationship between the customer and therapist. 
Respect for customers’ perspectives, preferences, 
values, and choices are highly important (Fish-
er & Marterella, 2019). An evidence-based ap-
proach here refers to using methods and practis-
ing OT in the best possible way: ‘doing the right 
things right’ (Alvernik & Linddahl, 2011). Accord-
ing to Alvernik and Linddahl (2011), the most ref-
erenced definition for evidence-based medicine 
is formulated by Sackett and others (1996): ‘the 
conscientious, explicit and judicious use of cur-
rent best evidence in making decisions about the 
care of individual clients’.

Method
The main opportunities and challenges related to 
AI in rehabilitation were identified based on the 
interview data and a literature review.

Data collection
In the spring of 2020, we interviewed nine spe-
cialists familiar with AI development and the 
planning of AI implementation, and who were 
currently working in the social and health sec-
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tor. The organisations of the interviewees are 
presented in Table 1. Thematic interviews were 
chosen in order to limit the discussion to topics 
of interest to the research, while leaving room 
for the interviewees to speak freely (Hirsjärvi & 
Hurme, 2001). The semi-structured interviews 
included the following topics of discussion:

• Acquisition and use context of AI: planning, uti-
lisation, experiences, conflicts

• Objectives for the impact of AI utilisation: prem-
ises, opportunities, threats, risks, societal impact

• Regulations and control for the use of AI: prac-
tices, competence, education

• Stakeholder identification and commitment
• Values and ethics: defining the values, ethical 
questions, diversity

All the interviewees first read 
the description of the project 
and the data protection notice, 
and had the opportunity to ask 
questions. They signed a form 
for voluntary consent to par-
ticipate in the interview. In the 
following, quotations are used 
to selectively depict specific 
aspects raised by the inter-
viewees (Clark & Gerrig, 1990; 
Wade & Clark, 1993). In addi-

tion, summative descriptions are used to express 
opportunities and challenges briefly (Table 3).

The qualitative data from the interviews were 
supplemented by a limited version of an inte-
grated literature review. The synthesis of the lit-
erature review was carried out as an integrative 
review, including a critical review (Birmingham 
2000, 33–34) and the steps of a systematic re-
view: layout of the research problem, data ac-
quisition, evaluation, analysis, and interpretation 
and presentation of results (Cooper, 1989, 15).

After the test searches, a literature search was 
carried out on the multidisciplinary database 
ProQuest Central. The search was narrowed 
down to include the word pair ‘artificial intelli-
gence’ in the title of the peer-reviewed scientific 

 

 

Figure 1. Data processing
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article and, in addition, the word pair ‘occupa-
tional therapy’ to appear at some point in the 

text. When the review was limited to peer-re-
viewed articles published since the beginning of 
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2018, three articles were found that were acces-
sible. In addition, searches were performed using 
the word ‘physiotherapy’, ‘psychotherapy’ or ‘re-
habilitation’ instead of the latter word pair OT. In 
addition to the above, 2/2 of these articles were 
included in physiotherapy, 2/2 in psychotherapy, 
and 7/17 in rehabilitation. Some of the rehabilita-
tion articles were excluded because they did not 
address the utilisation of AI in a clinical context 
applicable to OT, instead of focusing purely on 
modelling issues or research use, for example. In 
order to add more home care-related knowledge 
we ended up, based on some test search, with 
the keywords ‘artificial intelligence’ in a title and 

‘elderly’ and ‘ethics’ in the text. In this way, an-
other 9/18 suitable articles were found. In addi-
tion, eight examples of using AI in therapy were 
found with the use of Google Scholar. All 22 arti-
cles used in the data analysis, as well as the eight 
examples, are presented in Table 2.

Data analysis
The interview data and the article texts were ana-
lysed using content analysis (Kohlbacher, 2006; 
Mayring, 2000). In adapting the technique de-
scribed by Krippendorff (1980), the texts (both in-
terview transcriptions and article text) were first 
divided into content areas, in this case, according 
to well-known PESTLE perspectives (P=political, 
E=economy, S=social, T=technological, L=legal, 
E=environmental). PESTLE is a strategic planning 
tool that can be used to assess the impact of 
various factors on the case. The analysis is prag-
matic and not intended to replace a complete 
and comprehensive risk analysis (e.g. Rastogi 
& Trivedi 2016; Walsh et al. 2019). In this study, 
PESTLE analysis was used for parsing opportuni-

ties and challenges identified from the data. The 
data processing is illustrated in Figure 1.

Results
At first, the societal and operational framework 
affecting OT in the background was outlined 
based on the PESTLE analysis. This was followed 
by a more detailed examination of the opportu-
nities and challenges associated with artificial in-
telligence in occupational therapy. The findings 
are summarised in more detail in Table 3.

Opportunities and challenges are, in this chapter, 
separated from each other in order to illustrate 
factors. However, in many cases of AI, things 
are not black and white, but appear in different 
shades of grey, and/or opportunities and chal-
lenges exist at the very same time. One example 
of a quotation that brought out both sides of the 
coin, in the case of utilising a large amount of 
patient history data, is presented below:

“And in a way, it seems to me that this artificial in-
telligence, it has one side that means that it can, at 
best, drill-down and identify things [from the data]. 
But the challenge is how the matter is handled be-
cause it can become a big annoyance and worry 
for the person, and it can cause stigma.” [D]

Potential of AI in the rehabilitation process
General opportunities for using AI in social and 
health care were related to a public health re-
view based on more efficient data use and pre-
diction models. Rationalising and developing 
service processes based on new information 
found via analysis and by automatizing certain 
routine work tasks, the development of diagno-
ses and making savings were also on the focus. 

Figure 2. Basic steps for AI implementation planning
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In addition, conceptualising illnesses and finding 
new correlations were mentioned for changing 
perceptions and affecting new approaches. One 
of the interviewees expressed this as follows: 

“That it can be predicted that a person who meets 
certain criteria is highly likely to have/be exposed 
to something. (...) Or it could be (…) a trend that 
something is emerging now, something that soci-
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ety has to be prepared for.” [H]

As the summary presented in Table 3 shows, gath-
ering information from large databases with the 
support of AI tools was also one of the main op-
portunities for OTIPM. Prediction models, con-
siderations of complex conditional dependences 
of variables, and identifying early intervention 
needs were also clear opportunities for the evalu-
ation phase and clinical decision-making. AI-sup-
ported analysis was also perceived to contribute 
to the promotion of health, well-being, safety, 
and quality of life. In the intervention phase, AI 
and the development of sensor technology were 
thought to enable living (and having therapy) at 
home better than is currently the case. A few 
examples of AI-supported rehabilitation were 
found to be related to neurological rehabilitation, 
exoskeletons, body training, assistive robots, and 
chatbots (conversational AI), for example.

Related to the customer-centric approach, AI 
was perceived to support customisation and per-
sonalisation, as well as early interventions based 
on individual factors (e.g. emotional skills, cop-
ing strategies, support networks). For evidence-
based practice, large datasets and AI-based 
analysis were perceived to offer exploitation op-
portunities in studies and the design of interven-
tion recommendations.

Ethical challenges when utilising AI in the reha-
bilitation process
Using AI in social and health care contains many 
general challenges. Some of the most commonly 
discussed topics were related to social trust and 
the experience of autonomy, power structures, 
privacy concerns, transparency, and biases lead-
ing to unfair treatment of individuals and patient 
groups. One informant described this as follows:

“Well, the threat, of course, is that data protec-
tion isn’t OK, or if artificial intelligence doesn’t re-
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spond to the customer’s question correctly, then 
there will be false information; this of course it is 
a threat. After all, there are such horror images 
where information security does not work and 
false information goes further, so the operator 
loses one’s legitimacy.” [B]

The lack of necessary skills and understanding 
was perceived to hinder AI use in general. Com-
petence challenges were recognised in technol-
ogy and legislation, for example. In addition, the 
lack of an AI implementation strategy was per-
ceived to limit the ethical use of AI. Conflicts be-
tween different values and difficulties in monitor-
ing, managing, and regulating AI were also men-
tioned. The impact assessment was seen as dif-
ficult, and responsibility was hard to determine 
in the case of using AI in decision-making. One 
interviewee described the challenges associated 
with competence and utilising new knowledge 
produced with the help of AI as follows:

“First of all, it is about what these results mean to 
us. How do we understand these? And on the 
other hand, how could we utilise them then in 
our own preparatory work and decision-making? 
So it’s still a kind of thing, it’s been noticed that 
it might require a bit of a new approach. That’s 
how to get it up and running. Compared to the 
fact that if we have had some individual indica-
tors and patterns, then this is pretty different.” [D]

When utilising AI in the evaluation phase of 
OTIPM, challenges should also be taken into 
account. The data used in the analysis should 
adequately describe the phenomenon for which 
it is used. The format requirements and/or sys-
tem structure of AI tools do not allow the use 
of dishevelled data, which leads to the fact that 
not all customer data can be used in the analysis. 
However, this excluded data, as well as context-
dependent situational factors (e.g. culture, social 
impact, temporal factors), cannot be forgotten 
when clinical decisions are made. The role of AI 
should be critically evaluated in customer work. 
The interviews and articles also featured discus-
sions about the concerns related to the experi-
ence of autonomy. Both employees and custom-
ers can experience reduced autonomy when AI 
has a role in decision-making.

Cognitive load and usability challenges for per-
sonnel were also mentioned as being present 
when technology is used. Although we found 
some examples of AI-based rehabilitation meth-
ods, many of the solutions were still only for re-
search use, and their practical usability may not 
be sufficient for clinical or home use. Remote 
solutions, continuous monitoring, and customer 
data collection was perceived to reduce privacy 
and bring about risks related to sensitive data.

One interesting question is how well the custom-
er-centric approach can be implemented when 
using AI. Some doubts were presented regarding 
the risk that the emphasis of public health, through 
the data collected, may overtake the needs of the 
individual rehabilitator, and in addition, some oth-
er conflicts of interest between different actors in 
the AI ecosystem may also exist. As a result of this, 
the focus of data review (on a clinic visit) may shift 
beyond clinical expertise and client insights. One 
of the interviewees explained this:
(…) “I can’t think of those people as a crowd. As 
a large user in volume. (…) That we are not some-
how creating the kind of client-patient mass for 
which we are offering that “this is now the solution 
for everything”. But, that we really could still know 
how to see those people as individuals and think 
about service from the perspective of an individual. 
But, then there is the dilemma that we still have to 

‘think big‘ and through whole data sets.” [A]

Ensuring information security and data protec-
tion were seen as extremely important when 
large amounts of personalised data is utilised. 
Data misuse was mentioned as a risk for cus-
tomers. It was also pointed out that some infor-
mation tied to a patient’s case history can also 
stigmatise the customer if it goes along with her 
case history, even if the information is no longer 
current or the data is not relevant for the purpose. 
Some interviewees and articles also state that if 
the cultural change related to AI use is incom-
plete and customers are not informed about the 
use and purpose of AI, the effects are targeted at 
the whole service system and will have a large 
societal impact. The following quote illustrates 
the intertwining of challenges related to compe-
tence, reliability, and change in operating culture 
and customer understanding:
(…) “Whether the information is certainly re-
liable and who knows how to use it and who 
can or is allowed to use it, (...) That then, for the 
most part, we are really going there to the eth-
ics side and thinking about the way we work. 
But it would be a significantly new way of act-
ing and working. It would require a great deal 
of training and motivation for professionals, joint 
negotiation and planning, and information and 
communication to customers. That it is such a 
big upheaval…” [A]

Interviewee B also describes the need for change 
and the effects on customers as follows:

“But somehow the essential thing is that this whole 
idea [AI use] should get better rooted in organisa-
tions and people’s core work, so that they feel it’s 
not a mystical hype issue, but an essential infor-
mation system development that benefits work 
and, perhaps, that also benefits customer orien-
tation and human orientation.” [B]
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Discussion
Based on the study, the key ethical challenges 
considering AI utilisation in social and health 
care, including rehabilitation therapy processes, 
are largely related to maintaining and building 
trust. What is especially important in terms of 
trust is ensuring the adequate understanding 
and competence of AI ethics and security, wide 
participation of stakeholders, and transparency 
in AI-based decision-making. These intertwined 
and wide-ranging challenges should be consid-
ered from the perspectives of society, service 
providers, and individual therapists and custom-
ers. All of these factors are also linked to the ethi-
cal code of conduct in OT: the pursuit of benefit, 
the absence of harm, autonomy, fairness, truth-
fulness, and reliability (AOTA 2020).

Opportunities enabled by AI for rehabilitation in-
clude clinical decision support, reducing the cer-
tain workload (for example, sophisticated natural 
language processing programs can transcribe, 
analyse, and synthesise meaning from clinical 
and progress notes), intervention planning, re-
mote monitoring of home rehabilitation, and the 
use of AI-based rehabilitation in exercises when 
restoring or developing body functions.

What is needed then to materialise the opportu-
nities and to tackle the challenges? The acquisi-
tion of AI requires training and cultural change 
to ensure these new kinds of competencies. The 
role of AI should be determined when it is used 
in a multi-actor and multi-disciplinary rehabili-
tation process. The recommendations produced 
by AI and the therapist’s expertise – which em-
phasises the ability to make clinical decisions 
based on the customer’s needs – together form a 
new way of and requirement for working. Con-
crete methods and the understanding of restric-
tions are often missed in AI utilisation. AI-based 
innovations targeted at support for acquiring and 
redeveloping customers’ performance skills, and 
not just body functions, are also welcome.

To build trust, one crucial question is how dif-
ferent actors in the service ecosystem can act to 
ensure the fulfilment of responsibility and ethi-
cal values. If there are doubts about appropriate-
ness of interests and the hidden agendas of data 
usage, the potential of AI may not be achieved. 
Further, the therapeutic relationship between 
the old person and the therapist requires justi-
fication for the use of AI. Because of the way AI 
is used, freedom of choice and protection of pri-
vacy should be clearly explained to customers. 
AI has benefits in supporting social and health 
care processes, but the interesting question is 
whether AI has the potential for the main goals 
of rehabilitation in terms of which are quality of 
life, and the experience and participation of the 

customer. Based on this study, this debate has 
not yet begun.

The utilisation of AI is a major societal change 
that affects many industries, including elderly 
care. No professional group creates change 
alone or from their separate perspectives. In-
stead, a wider cultural change is going on. Re-
habilitation and home care professionals, need 
a general understanding of AI and its application 
examples. Liu (2018) reminds us that e.g, occu-
pational therapists cannot remain as bystanders: 
the knowledge and holistic understanding of 
meaningful human activities and participation 
must be brought into the discussion of technol-
ogy design and its use. This is in line with a Life-
Based Design approach (Saariluoma, Cañas & 
Leikas, 2016) that discusses ethics and highlights 
the need for designing for a ‘good life’. It posits 
that the measure of technology is in its ability to 
enhance people’s quality of life. In Figure 2, we 
present some basic steps and critical questions 
for AI implementation planning. We also suggest 
rehabilitation experts take part in every step and 
consider how these issues should be solved from 
the perspective of rehabilitation.

One obvious concern for AI use in rehabilitation 
is related to therapeutic rapport. The therapeutic 
relationship includes communication, emotional 
exchange, collaboration, and partnership be-
tween therapists and clients (Taylor et al., 2009). 
The phrase ‘therapeutic use of self is commonly 
used in OT to refer to therapists’ conscious ef-
forts to establish optimal interaction with cus-
tomers. Here, the therapist ponders how to bring 
their personality, insights, perceptions, and judg-
ments as part of the therapeutic process (Punwar 
& Peloquin, 2000). The need for empathy, which 
includes warmth, compassion, presence, and au-
thenticity may not be met if there is not enough 
interaction between the participants in the thera-
py process. What happens to therapeutic rapport 
if AI takes on a bigger role in the rehabilitation 
process? Again, so far this can only be consid-
ered without experience of practical examples.

Further research is needed on how to maintain 
trust in the therapeutic rapport when AI applica-
tions are used. So far, there are very few practi-
cal examples of how AI changes the re-ablement 
process. How to build AI solutions in a way that 
enables an experience of inclusion, participation, 
and trust? One important aspect is the involve-
ment of citizens already in the development 
phase of the service process. Maintaining the 
trust of patients and employees in the social and 
health care service system is a huge societal is-
sue, and the use of AI adds even new dimensions 
to the debate. Our study confirms that more re-
search is needed in this sector.
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