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Introduction
Over four decades ago, Anthea Tinker’s ‘Old 
People in Modern Society’, a classic text in the 
field of social gerontology, introduced a number 
of topics related to aging and the built environ-
ment (Tinker, 1981). At that time the concept of 
age-friendly cities had not yet emerged, and pol-
icy debates were just beginning on the implica-
tions of the intersection of population aging and 
urbanization, trends that were occurring simul-
taneously around the world (Buffel & Phillipson, 
2016). The rapid development of AI (Artificial 
Intelligence)-supported urban planning and im-
plementation in the built environment occupied 
by older adults added another layer to the de-
bate. Strategies to keep older adults socially and 
digitally connected remain important areas for 
current public awareness raising and ethical de-
liberation (Tinker & Ginn, 2015). Rapidly advanc-
ing AI technologies that claim to augment human 
skills are increasingly being incorporated into SC 
(Smart City) planning and implementation. City 
planners and engineers, the drivers of develop-
ment in today's SC (Javed et al., 2022), need 
to consider the needs of their older population. 
However, there have been limited discussions of 
ethical implications for older adults who make 
up an increasing proportion of urban popula-
tions. AI-supported SC not only present oppor-
tunities for efficient management of resources 
and services that shape the current and future 
BE (Built Environments) for older adults but also 
pose associated challenges and risks of leaving 

a large number of older adults behind. AI-sup-
ported SC also pose a question as to how they 
can advance optimal aging processes and foster 
flourishing and meaningful participation in ur-
ban living. In addition, emerging AI technologies 
have the possibility of replacing social infrastruc-
tures and possess intrinsic human-like capacity 
such as abilities to think, rationalize, feel, and 
relate. This paper addresses ethical implications 
for older adults of AI-supported SC and BE. Built 
on an AI ethics framework that combines the 
traditional ethics principles (beneficence, non-
maleficence, autonomy, and justice) used in bio-
medical ethics and the additional principles in 
AI ethics (explicability and transparency), three 
illustrative examples of non-healthcare SC-AI-
BE interactions are presented to generate ethical 
discussions in the gerontechnology community. 
The paper concludes by proposing avenues for 
empirical research and ethical deliberation.

Urbanization and population aging
Urbanization is an irreversible trend. By 2050, 
nearly 70% of the global population will be 
residing in cities (Ritchie & Roser, 2018). The 
number of adults aged 65 or older worldwide 
is projected to more than double over the next 
three decades, rising from 761 million in 2021 
to 1.6 billion, to account for 1 in 6 of the global 
population (Wilmoth et al., 2023). The numbers 
aged 80 or older is expected to triple between 
2020 and 2050 (WHO, 2022). In many devel-
oped counties, older adults living alone tend 
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to be vulnerable with regard to resources and 
social isolation (United Nations Department of 
Economic and Social Affairs, 2020). Urbaniza-
tion and population aging may unfold in coun-
tries at different speeds but they all face the same 
challenge. They must adapt to having increasing 
numbers of older persons who live longer than 
previous generations did, with a wide range of 
functional limitations, in physical and social 
environments originally built for much younger 
populations (Van Hoof et al., 2018).

Smart cities (SC), artificial intelligence (AI), 
and built environment (BE)
The OECD defines smart cities as cities with a 
goal to leverage digitalisation, engage stakehold-
ers and improve people’s well-being and build 
more inclusive, sustainable and resilient socie-
ties (OECD, 2019). The field of urban planning 
recognized the potential of integrating physical, 
social, ecological, and technological infrastruc-
tures through SC strategies, which are built on 
the gamut of new information and communica-
tion technologies (OECD, 2020). Increasingly, 

‘smart’ management of urban cities is being ac-
complished through AI, which refers to “the abil-
ity of algorithms encoded in technology to learn 
from data so that they can perform automated 
tasks without every step in the process having to 
be programmed explicitly by a human” (WHO, 
2021). Domains for AI in SC span healthcare, 
education, governance, mobility and transpor-
tation, living and infrastructures, economy, and 
environment (Herath & Mittal, 2022). AI now 
permeates the BE of older adults living in SC.

The BE can contribute to optimal physiologi-
cal and psychological aging as well as social 
engagement and community building that 
stimulates the sense of belonging among older 
people, and among the generations (Van Hoof 
et al., 2018). AI-supported SC present many op-
portunities and associated challenges for foster-
ing dignity and promoting flourishing of older 
adults. However, literature on SC applications to 
improve BE for older adults are either descriptive 
or conceptual. Given the unprecedented pace of 
AI adoption in SC, there is an urgent need to un-
derstand how AI-powered SC impact the BE for 
older adults and to discuss how we can achieve 
integration of the expertise and experiences of 
stakeholders in the BE for older adults.

What is a good AI-supported SC for older adults?
Human ethics and machine ethics
In 2018, the AI4People Scientific Committee, 
an interdisciplinary group comprised of 12 aca-
demic scholars from Europe and an industry-led 
research lab from the U.S. synthesized findings 
on the opportunities and associated risks that AI 
offer and the principles that should sustain the 

adoption of AI (Floridi et al., 2021). The Com-
mittee created an ethical framework for a good 
AI society that includes the four principles of 
bioethics (beneficence, non-maleficence, au-
tonomy, and justice) and an additional principle: 
explicability, defined as the ability of AI system 
to explain its decision-making process in a way 
that is understood by humans. In 2019, health 
ethics researchers in Switzerland published a 
scoping review of 84 existing ethics guidelines 
for AI globally, reporting that transparency and 
explainability are the most prevalent principles 
(Jobin et al., 2019). There is an urgent need for 
an intersectional ethical framework to analyze 
issues involving SC-AI-BE for older adults.

Explicability and accountability for older adults
For many older adults, the digital divide has been 
an ethical challenge from a justice perspective 
(Choi & DiNitto, 2013). AI-supported SC further 
widen the existing inequities due in part to the 
limited explicability of the ability of algorithms 
encoded in technology. Explicability has two 
components: intelligibility (as an answer to the 
question: how does it work?) and accountability 
(as an answer to the question: who is responsible 
for the way it works?). While ethical issues of be-
neficence, non-maleficence, autonomy, and jus-
tice for older adults have been discussed in some 
SC domains it has been mostly concerning health-
care; little empirical research is being conducted 
on explicability, intelligibility, and transparency 
principles that should sustain the adoption of AI 
in SC for older adults in other BE domains such as 
housing and transportation, and with respect to 
the economy, and civil engagement.

AI and moral agency
Literature on AI-supported SC often presents fu-
turistic scenarios and speculative discussions on 
artificial super intelligence (ASI) that supposedly 
surpasses human intelligence by manifesting 
cognitive skills and developing thinking skills of 
its own or artificial narrow intelligence (ANI) to 
solve specific problems. It is critical to examine 
the ethical issues associated with currently used 
AI technologies in SC and their unexpected con-
sequences for older adult populations.

The emerging ethical debate on AI presents 
questions and concerns about the behavior of 
humans who design and use AI systems and 
the behavior of machines. The moral agency of 
older adults with cognitive limitations is an over-
looked topic in many domains of the BE. It is pru-
dent to discuss whether AI technologies behave 
morally or acquire moral values from humans, or 
humans can teach AI systems moral right from 
wrong. Such discussions on moral agency incor-
porating the knowledge of human ethics and ma-
chine ethics will inform stakeholders of a good 
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AI-supported SC for older adults.

Examples of SC-AI-BE interactions involving 
seniors
Three illustrative examples of non-healthcare SC-
AI-BE interactions are presented below to generate 
further ethical discussions in the gerontechnology 
community.

Digital payment laundry machine
Smartphone apps with their tracking capabilities 
and ‘Pay by Phone’ are an irreversible trend in 
urban living. Even old high-density housing com-
plexes where older adults have lived for years are 
experiencing this technology transition. A recent 
letter to the editor published in the Vancouver Sun 
newspaper (2023) provided an example of smart 
economy strategies becoming a form of elder 
abuse. The persons of concern were women in 
their 80s and 90s who have lived independently 
in their apartments for years, and have used coin-
operated laundry machines. Recently, their land-
lord replaced these with an e-payment laundry 
system. If the women are not capable of using a 
smart phone and apps due to health reasons (e.g., 
severe arthritis, macular degeneration, demen-
tia) or reluctant to use the laundry app because 
of security concerns, lack of trust in technology 
or lack of financial resources to purchase a smart 
phone or pay for monthly services, this situation 
may become a threat to their desire for independ-
ent living and aging in place (autonomy concerns). 
Although this particular e-transition may be con-
venient and efficient for younger residents, the 
building manager, and the landlord, it may act as 
a silent eviction notice for these women.

Moving to a new apartment, in turn, likely 
means losing their current affordable rent, as 
well as familiarity with their own unit, building, 
neighbours, and the surrounding neighbour-
hood. Doing laundry is an important activity of 
daily living for older adults, and is part of func-
tional and cognitive status assessments. Forced 
use of a ‘smart’ e-payment laundry machine may 
add unnecessary complexities to their previously 
perceived simple routine activity. Even expe-
rienced smart phone users may not always un-
derstand how smart phone apps work, or what 
kind of personal data has been collected and 
shared with third parties through Pay-by-Phone. 
For some older tenants, digital payment laundry 
machines lack explainability and transparency. 
This is ethically problematic given the well-docu-
mented, frequent financial abuse of older adults.

Smart park bench
Smart benches in parks have been implemented 
globally for the last two decades. In some leading 
SC like Toronto, the tech-first approach has antag-
onized the citizens recently, resulting in the can-

cellation of a major SC sidewalk project (Jacobs, 
2022). A smart park bench has the ability to col-
lect data from Bluetooth connection points and 
IoT (Internet of Things) and security cameras and 
communicate alerts to the general public. Many 
of their futuristic features are built ‘from the Inter-
net up’. Smart benches serve multiple purposes: 
they contribute to urban planning, collecting be-
havioural data concerning users, and can track 
them through built-in AI-cameras which can be 
connected to larger public surveillance systems.

Although one may argue that smart park benches 
are justifiable for beneficence-based facility im-
provement reasons and even non-maleficence 
purposes (removing unsafe conditions), their po-
tential harmful effects (threats to privacy and au-
tonomy interests of citizens) are significant. Think 
of older adults with dementia living in SC. Their 
everyday walks to nearby parks and behaviours 
in public spaces may be surveyed through smart 
park benches, without their knowledge. Such 
data may be useful if they get lost (e.g., silver alert 
systems). An article published in the New York 
Times entitled ‘Where a Thousand Digital Eyes 
Keep Watch Over the Elderly’ (The New York 
Times, 2022) challenges our notion of SC-AI-BE 
interactions for rapidly increasing aging sub-pop-
ulations comprised of older adults with dementia. 
Is it ethical to collect digital data from unsuspect-
ing older adults without informed consent? When 
will smart park benches become an Orwellian 
and dystopian overreach that target the vulner-
ability of older adults with dementia? Is there a 
less invasive way of keeping a closer watch over 
the segment of elderly populations who may get 
lost? Regardless of their cognitive and function-
al status and disabilities, older adults are moral 
agents. They have the right to know that they are 
being monitored and that their data may be used 
for public surveillance and alert systems.

Digital conversational agents and virtual civic 
engagement 
Many municipalities, transportation, communica-
tion and service-sector corporations are already 
using digital conversational agents and chat bots 
for a wide range of customer support services 
such as booking and scheduling appointments 
and online shopping. Even digital-savvy younger 
generations may not easily tell if they are dealing 
with real persons or machines. Algorithms and 
decision-trees behind the development of such 
virtual agent services may be complex, even 
for the humans who train the AI-technologies 
(explainability and accountability concerns). 
Digital conversational agents may be useful for 
task-oriented conversations but social-oriented 
conversation agents may require a certain level 
of digital literacy and trust in the integrity of ser-
vices provided from service users. Think of older 
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adults living in SC where digital agents conduct a 
user survey on municipality services. They have 
genuine interests in making their city more inclu-
sive for older adults. They receive AI-supported 
automated calls and provide verbal responses 
through phones. The elderly person believes 
and trusts the digital agent is a real human, they 
engage in conversations with the machine, be-
lieving that their civic engagement needs have 
been met. Their municipalities save money and 
human resources. But will this help optimize ag-
ing processes and foster older adults’ flourishing 
and meaningful participation in the communities 
they live in? There may be some contexts (e.g., 
simple voice assistance, information gathering 
for office hours) that may be conducive to older 
adults interacting with digital conversation agents 
(Chattaraman et al., 2019). Further ethical discus-
sions should focus on the impact of social-orient-
ed conversations between digital conversational 
agents and older adults and its implications for 
older adults’ civic engagement.

Conclusion
Ethical principles for AI-supported SC for older 
adults have been debated for more than two dec-
ades, primarily in the field of healthcare. The ethi-
cal considerations presented in this article make 
us rethink how policy makers, engineers, and 
citizens can and should rigorously apply the ba-
sic ethical requirements such as nonmaleficence 
(avoid harming others), beneficence (promote the 
wellbeing of others when possible), justice (equal-
ity, equity), autonomy, and transparency/ explaina-
bility in relation to urban aging and BE discussions.

City planners and engineers may assume that un-
explainable algorithms are intrinsically superior 
to simpler, explainable technology (e.g., digital 
payment for laundry machine versus cash pay-
ment for laundry machine). However, such as-
sumption can be biased and may serve as a new 
form of elder abuse. AI-powered SC not only 
pose significant risks of leaving a large number 
of older adults behind but also threatening au-
tonomy interests of many older adults in various 
BE settings. The intended outcomes of efficiency, 
resource stewardship, sustainability, and social 
innovation in SC strategies should be achieved 
without perpetuating and exacerbating the exist-
ing socio-economic inequities experienced by 
current and future older adults.

AI-supported SC must be designed to support 
the intrinsic capacity of older adults and main-
tain their dignity and autonomy simultaneously. 
The large language learning models (LLM) such 
as ChatGPT, which claim to augment human 
skills, are being incorporated into SC strategies. 
Digital conversational agents, especially for so-
cially-oriented conversations, present ethical and 
moral risks of treating older adults as uninformed 
participants in the emerging social experiment 
of LLMs. What will the social experiment of us-
ing digital conversation agents and technologies 
that augment human skills mean for older adults? 
Will older adults in SC become more engaged 
citizens with the aid of digital conversational 
agents and chatbots? Further ethical analysis and 
empirical research are needed to understand 
how such emerging digital conversational agent 
technologies behave morally and whether they 
acquire good human moral values.
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