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Figure 1 User controlling the Robot 

with the AI-based control. Source: 

Own representation. 

User acceptance as key factor for development and risk management of an AI-based robot arm control  
O. Kozlova, A. Baumeister, S. Reutzel, E. Gardo, P. Tolle 
 
Purpose User acceptance plays an important role in the risk management of medical products, as it can have a 
significant impact on the safety and effectiveness of a product. Usability issues in accordance with the requirements 
of IEC 62366 must be carefully considered in risk management (Questions Catalog 2023). This is even more 
important for medical products using artificial Intelligence (AI) and the development of such products. This paper 
aims to show how user acceptance had a meaningful impact on the development process and risk management 
towards the development of an AI-based control for a robot arm in the research project DoF-Adaptiv. Currently, 
three robot arms are available for people with severe physical impairments in Germany. These robotic arms, such 
as the Jaco from Kinova, are mounted on an electric wheelchair, and users control them in the same way they 
control their wheelchair, typically with a joystick. To make the robot arm more accessible an AI-based control using 
smart glasses could be a solution (Baumeister et al. 2022). However, using AI leads to new ethical and social 
implications that could influence the user’s acceptance of the new control. Method In the DOF-Adaptiv project, 
future users were involved in the development and evaluation through workshops and interviews. This included 
qualitative interviews with the target groups to gain a deeper understanding of their needs and activities. 
Additionally, ethics workshops were conducted. The project also employed "personas” creating them initially 
together with future users and later discussing them in the context of the risk management workshops. The internal 
risk management workshops were significantly influenced by insights from previous studies involving future users 
within the DOF-Adaptiv project. This participatory approach resulted in important insights towards the development 
and evaluation of AI applications in healthcare. Results and Discussion Products are not yet sufficiently 
established. The risk management workshop and the ethical workshops with future users provided valuable 
insights, including the identification of acceptance issues as specific risks associated with AI medical products. 
Particularly relevant was the acceptance issue with AI medical products during the risk management workshops, as 
they are new to the users. In particular, the comprehensibility of the instructions for use, users' trust, and the correct 
perception and interpretation of the results were the focus of attention. There was a deep discussion about the 
importance of clarity regarding what is behind the term AI, the types of AI that exist, and what this means in each 
specific case. It was concluded that clearly defining the term AI is of great importance to avoid misunderstandings 
and promote user acceptance. Precise communication among manufacturers, regulatory authorities, and other 
stakeholders is necessary to ensure effective and transparent risk assessment of AI medical products. The use of 
developed personas proved to be a suitable method for evaluating user acceptance from a risk management 
perspective. This insight could make a significant contribution to risk management in the context of AI medical 
products. 
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Figure 2 Participatory approach in DoF-Adaptiv.  

Source: Own representation. 
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